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EXHIBIT C

PLR 4-3(b) — Identification of Supporting Evidence

The following represehts InterTrust’s list of evidence relevant to construction of the disputed terms and
phrases.

Notes:

1. InterTrust reserves the right to supplement this list as needed to respond to changed
constructions proffered by Microsoft. InterTrust also reserves the right to rely on evidence cited in the
original version of this Exhibit, filed February 3, 2003.

2. In the following list, certain terms and phrases include other, separately defined terms. In such
cases, the evidence supporting the separately defined term is also relevant to construction of the larger
term.

3. The InterTrust patents include overlapping specifications, in which the same text may be
found in two or more specifications. Where only one of the specifications is cited, InterTrust reserves
the right to substitute citations for the same text in the other specifications.

4. Highlighting has been used to indicate added emphasis.

5. Each claim term is followed by a list of all patent claims in which the term appears (e.g.,
“193.15” means claim 15 from the ‘193 patent).

Key to abbreviations:

USP = United States Patent

*193 patent = USP 6,253,193
‘683 patent = USP 6,185,683
*721 patent = USP 6,157,721
891 patent = USP 5,982,891
‘861 patent = USP 5,920,861
‘912 patent = USP 5,917,912
900 patent = USP 5,892,900
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Claim Term /
Phrase

InterTrust Evidence

aspect

683.2, 861.58,

900.155, 912.8

Patent Specifications
1(A)

This reinitialization mechanism would permit CPU/SPU 2650 to be
initialized several times, facilitating testing and/or re-use for ‘
different applications, whlle protecting all security-relevant %
of its operation.

‘900 patent at 77:15-19.

1(B)

In addition, the overall software-based tamper resistant barrier 674
and associated PPE system is sufficiently complex so that it 1s
difficult to tamper with a part of it without destroying other ASpeets
of its functionality (i.e., a "defense in depth").

900 patent at 236:3-7.

1(C)

As with any system incorporating appllcatlons and “operating
systems,” the boundary between these 25pe % of an overall system
can be ambiguous.

193 patent at 83:30-32.

1(D)

Since SPE 503 in the referred embodiment runs within the confines
of an SPU 500, one asgecg of this device driver 736 is to provide
low level communications services with the SPU 500 hardware.

193 patent at 95:27-30.

1(E)

Templates may present one or more models that describe various
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4SPects of a content object and how the object should be created
including employing secure atomic methods that are used to create,
alter, and/or destroy permissions records 808 and/or associated
budgets, etc.

‘193 patent at 260:42-47.

1(F)

In accordance with one aspeet of how to advantageously use
descriptive data structures in accordance with a preferred
embodiment of this invention, a machine readable descriptive data
structure may be created by a provider to describe the layout of the

provider’s particular rights management data structure(s) such as
secure containers.

‘861 patent at 6:24-29.

1(G)
Controls 316 may provide rules and associated conse uences for
controlling or otherwise affecting the use or other aspects of what
value chain participant 602 can do with DDS 200.

‘861 patent at 17:3-6.
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Claim Term / InterTrust Evidence
Phrase

2. authentication Patent Specifications
193.15 2(A)

To increase the security of security barrier 502 even further, it is
possible to encase or include SPU 500 in one or more further
physical enclosures such as, for example: epoxy or other “potting
compound”; further module enclosures including additional self-
destruct, self-dlsabhng or other features activated when tampering is
detected; further modules Erowdmg dmona! ‘seunty protections

such as requiring Paseword/or.otherauthern to operate; and
the like.

193 patent at 64:29-37.

2(B)

It may also or alternatively

x4 S

Prov1de or 1nclude one or more

ot

*193 patent at 236:21-25.

2(0)

This certiﬁcation process in the preferred embodiment may be used
resent one or more ‘
n‘!u £

descnbed above this “certlﬁcatlon” process may be used by one
PPE 650 to “certify” that it is an authentic VDE PPE, it has a certain
level of security and capability set (e.g., it is hardware based rather
than merely software based), etc. Briefly, the “certification” process
may involve using a certificate private key of a certification key pair
to encrypt a message including another VDE node's public-key. The
private key of a certification key pair is preferably used to generate
a PPE certificate. It is used to encrypt a public-key of the PPE. A
PPE certificate can either be stored in the PPE, or it may be stored in
a certification repository.

193 patent at 213:1-15.
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2(D)

SPE Authentication Manager/Service Communications

Manager 564

Authe '-'j@fﬁgngageﬂSerwce Communications Manager 564
supports calls for user password validation and “ticket” generation
and validation. It may also support secure communications between
SPE 503 and an external node or device (e.g., a VDE administrator
or distributor). It may support the following examples of
authentication-related service requests in the preferred embodiment:

Call Name

Description

User Services

Create User

193 patent at 123:21-42.

Creates a new user and stores Name
Services Records (NSRs) for use by the
Name Services Manager 752.

Authenticates a user for use of the
system. This request lets the caller
authentlcate asa :;p CHt

5 8 2 SIS | ,‘ SQ
by thlS request The authentlcatlon
returns a “ticket” for the user.
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budget

193.1

Patent Specifications

3(A)

potentiallysy : el

within a travelmg obJect 1tself or they may be delivered separately
and protected by highly secure communications keys and
administrative object keys and management database techmques

193 patent at 132:60-65.

13®)

Elemcns
(MDEs)202an4he prefe embodimentstoresdata. There are
many types of UDEs 1200 and MDEs 1202 prov1ded by the
preferred embodiment. In the preferred embodiment, each of these
different types of data structures shares a common overall format
including a common header definition and naming scheme. Other
UDESs 1200 that share this common structure include “local name
services records” (to be explained shortly) and account information
for connecting to other VDE participants. These elements are not
necessarily associated with an individual user, and may therefore be
considered MDEs 1202. All UDEs 1200 and all MDEs 1202
provided by the preferred embodiment may, if desired, (as shown in
Figure 16) be stored in a common physical table within secure
database 610, and database access processes may commonly be used
to access all of these different types of data structures. :

193 patent at 142:41-61.

3(C)
In the example shown in Flgure 41(}, a distributor at a VDE
distributor node (106) might reqiie "“EW'W et from a content creator

at another node (102). This request may be made in the context of a
secure VDE communication or it may be passed in an “out-of-
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channel” commumcatlon (e .g. a telephone call or letter). &k wﬁg
'g‘&g foE I 2%3% d é‘amg:.; oL fant ,,ué‘"gf tothe distributor 106 and
pIO Mg;é Jegmdls%ﬁb,utwgﬁ@g mg;a JEdirothod 1510 at
VDE node 102). A result of processing the distribute event within
the B Gl method might be a secure communication (1454)
between VDE nodes 102 and 106 by which a budge W granting use
and redistribute rights to the distributor 106 may be e transferred from

the creator 102 to the distributor. The distributor's VDE node 106
may respond to the recelpt of the @“&eﬁhﬁy: ﬁ ﬁ by prsmg

Sfii6d 1510. The reply event processing 1475B might, for

%

method
example install a Bildget and PERC 808 within the distributor's
VDE 106 node to permit the distributor to access contentor

. processes for which access is control at least in part by the _a’«:y

and/or PERC. At some point, the distributor 106 may also desire to
use the content to which she has been granted rights to access.

After registering to use the content object, the user 112 would be
required to utilize an array of “use” processes 1476C to, for
example, open, read, write, and/or close the content object as part of
the use process.

(1‘&:12AB) with the content creator VDE node 102 requesting more
E"ird et and perhaps providing details of the use activity to date (e. 2.,

audit tralls) The content creator 102 processes the 'get more | budeet! |
request event 1482AB u51g the response process (1484A) within
BUDGET nicthod 1510A. Response process 1484A
might, for example make a deterrmnatlon if the use information
indicates proper use of the content, and/or 1f Lhﬁg distributor is credit

worthy for more %ﬂ The BY, 106 response process

1484 A might also initiate a fmanc1a1 transaction to transfer funds

from the distributor to pay for said use, or use the distribute process
1472A to distribute budget to the distributor 106. A response to the
distributor 106 granting more 5ua; i

Bet (or denying more bHABEt)
might be sent immediately as a response to the request
communication 1482AB, or it might be sent at a later time as part of
a separate communication. The response communication, upon
being received at the distributor's VDE node. 106, might be
processed using tl the reply DIOCeSS 1475B within the distributor’s
copy of the BURDGET etk fod 1510B The reply process 1475B
might then process the additional budgef in the same manner as
described above.
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The chain of handlmg and control may, in addition to posting
Blideet information, also pass control information that governs the
manner in which said biadget may be utilized. For example, the
control information specified in the above example may also contain
control information describing the process and limits that apply to
the distributor's redistribution of the right to use the creator's content
object. Thus, when the distributor responds to a W request
from a user (a communication between a user at VDE node 112 to
the distributor at VDE node 106 similar in nature to the one
described above between VDE nodes 106 and 102) using the
distribute process 1472B within the distributor's copy of the
B;UE@‘ T method ﬁ% 1510B, a distribution and request/response/reply
process similar to milar to the one descnbed above might be initiated.

| 193 patent at 172:61-174:29.

3M)

BILLING method 406 may then pass the event on to a BUDGET
method 408. BUDGET method 408 sets limits and records
transactlonal mformatlon assomated w1th thosehmlts‘ . For example,

DE

BUDGET method 408 may result in a “budget remammg” fieldin a
budget UDE being decremented by an amount specified by
BILLING method 406.

193 patent at 182:22-30.

3(E)

BUDGE Emethod 1510 may read and update | Budpet nformation
within a BUDGET method UDE,

“193 patent at 184:67-185:1.

3(F)

Flgure 5A shows how the virtual distribution environment 100, in a
Qgefeﬁredﬁembodnnent may package information elements (content)
into a “container” 302 so the information can't be accessed except as
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provided by its “rules and controls.” Normally, the container 302 is
electronic rather than physical. Electronic container 302 in one
example comprises “digital” information having a well defined
structure. Contamer 302 and its contents can be called an “object
300.”

The Figure SA example shows items “within” and enclosed by
container 302. However, container 302 may “contain” items
without those items actually being stored within the container. For
example, the container 302 may reference items that are available
elsewhere such as in other containers at remote sites. Container 302
may reference items available at different times or only during '
limited times. Some items may be too large to store within
container 302. Items may, for example, be delivered to the user in
the form of a “live feed” of video at a certain time. Even then, the-
container 302 “contains” the live feed (by reference) in this
example.

Container 302 may-contain information content 304 in electronic
(such as “digital””) form. Information content 304 could be the text
of a novel, a picture, sound such as a musical performance or a
reading, a movie or other video, computer software, or just about
any other kind of electronic information you can think of. Other

~ types of “objects” 300 (such as “administrative objects”) may
contain “administrative” or other information instead of or in
addition to information content 304.

i 1 ) 3 ] 1:a Mﬁ B GCOTE
§Q§,J getsﬁ@@ and other methods 1000 The “permlsswns
record” 808 specifies the rights associated with the object 300 such
as, for example, who can open the container 302, who can use the
object's contents, who can distribute the object, and what other
control mechanisms must be active. For example, permissions
record 808 may specify a user's rights to use, distribute and/or
administer the container 302 and its content. Permissions record
808 may also specify requirements to be applied by the budgets 308
and “other methods” 1000. Permissions record 808 may also
contain security related information such as scrambling and
descrambling “keys.”

9
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“Other methods” 1000 define basic operations used by “rules and
controls.” Such “methods” 1000 may include, for example, how.
usage is to be “metered,” if and how content 304 and other
information is to be scrambled and descrambled, and other
processes associated with handling and controlling information
content 304. For example, methods 1000 may record the identity of
anyone who opens the electronic container 302, and can also control
how information content is to be charged based on “metering.”
Methods 1000 may apply to one or several different information
contents 304 and associated containers 302, as well as to all or
specific portions of information content 304.

‘193 patent at 58:38-59:37.

3(G)
FIGURES 5A and 5B show an Exampig of an “object”;.

193 patent at 50:18.

3(H)
Typical Description or

Field type Format Use Use
Ascending byte, short, Meter/ Ascending count
Use Counter  long, or Budget of uses.

unsigned

versions of

the same

widths

byte, short, Budget

long, or

unsigned

10
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versions of Eﬁj&%
the same
widths

‘193 patent at 143:57-65.

3(D)

As with standard VDE objects 300,a user may be © 1eq uiredto
;ﬁg 2 :_ o
0O

3J)

) The dlstnbutor 106 rmght then
initiate a process usi g the BUDGET method request process
(1480B). Request process 1480B might initiate a communication
(1482AB) with the content creator VDE node 102 requesting more
budget and perhaps providing details of the use activity to date (e.g.,
audit trails). The content creator 102 processes the 'get more budget'
request event 1482AB using the response process (1484A) within
the creator's BUDGET method 1510A. Response process 1484A
might, for example, make a determination if the use information
indicates proper use of the content, and/or if the distributor is credit

“worthy for more budget. The BUDGET method response process

1484A might also initiate a financial transaction to transfer funds
from the dlstnbutor to pay for said use, or use the dlstrlbute rocess

communication 1482AB or it might be sent at a later time as part of
a separate communication. The response communication, upon
being received at the distributor's VDE node 106, might be
processed using the reply process 1475B within the distributor's
copy of the BUDGET method 1510B. The reply process 1475B
might then process the additional budget in the same manner as
described above.

‘193 patent at 173:21-174:14.

11
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3(K)

During the same or different commumcatlons exchange the same or
different cle: Wm‘g’fj Use mayah gﬂ%’ﬁ;ef'end GsErsirequestron
Additionalbudpet and/or perrmssmn pertaining to VDE object 300.
For example, the end user's electronic appliance 600 may (e.g., in
response to a user input request to access a particular VDE object
300) send an administrative object to the clearinghouse requesting
budgets and/or other permissions allowing access (Block 1164). As
mentioned above, such requests may be transmitted in the form of
one or more administrative objects, such as, for example, a single
administrative object having multiple “events” associated with
multiple requested budgets and/or other permissions for the same or
different VDE objects 300. The clearinghouse may upon receipt of
such a request, check the end user's credit, financial records,
business agreements and/or audxt hlstones to determme wléether the

repeated multlple times in the same or different communications
session to provide further updates to the end user's secure database
610.

193 patent at 162:39-65.

Extrinsic Sources

3@M)

budget n. 1.a. An itemized summary of estimated or intended
expenditures for a given period along with proposals for financing
them: submitted the annual budget to Congress. b. A systematic
plan for the expenditure of a usually fixed resource, such as money
or time, during a given period: A new car will not be part of our
budget this year. c. The total sum of money allocated for a
particular purpose or period of t1me Q: projequg,agannuaé ST
ua, LA SIS AL AN LA A 8230
{imits: “his budget of general knowledge » (William Hazlitt). —
budget v. —et-ed, et-ing, -ets. —r. 1. To plan in advance the
expenditure of: needed help budgeting our income; budgeted my
time wisely. 2. To enter or account for in a budget: forgot to budget

12
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the car payments. —intr. To make or use a budget. ~budget adj. 1.
Of or relating to a budget: budget items approved by Congress. 2.
Appropriate to a budget; inexpensive: a budget car; budget meals.

American Heritage Dictionary, 3d ed. (Houghton Mifflin, 1992), p. 249.

13
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clearinghouse Patent Specifications
193.19 4(A)
creators.
‘193 patent at 267:40-42.
4(B)

1f if appropri riate credlt Se .g. an electronic clearinghouse account from a
Eleatimphonse suchias

Vi %%m% is available.

‘193 patent at 25:22-24.

4(C)

clearinghouses that gather usage information regardmg, and bill for
the use of, electronic information.

‘193 patent at 3:32-33.

4(D)

in cenammd I g ightialsozserve as-arrght:
distributior t who provndes one or more nghts to certain value
chain partlcxpants which one or more rights may be “attached” to

one or more rights to use the clearmghouse S credlt 1f sald
clearinghouse is, at least in part, a fiiancialjcleannahons
control information provider may altematlvely, orin addmon,

restrict other users' rights.

‘193 patent at 269:59-65.

4(E)

A document may have an attribute requmng that each use of the
PR A ARG % AR

document be reported to a central G¢umENt A King CIGATINBRONSE.

This could be used by the organization to track specific documents,

14
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to identify documents used by any particular user and/or group of
users to track documents with specific attributes (e.g., sensitivity),
etc.

‘193 patent at 280:18-24.

4()

In this Figure 2 example, information relatmg to content use is, as
shown by arrow 114, reported to a Financiate :

. Based on this “reporting,” the financial clearmghouse 116 may

generate a bill and send it to the content user 112 over a “reports and
payments” network 118. Arrow 120 shows the content user 112
providing payments for content usage to the financial clearinghouse
116. Based on the reports and payments it receives, the financial
clearinghouse 116 may provide reports and/or payments to the
distributor 106.

‘193 patent at 55:57-66.

4G)

e )

nancial:cleann; 116 shown in Figure 2 may also be a
“VDE adm1mstrator g F1nanc1al clearinghouse 116 in its VDE
administrator role sends “administrative” information to the VDE
participants. This administrative information helps to keep the
virtual distribution environment 100 operating properly. The “VDE
administrator” and financial clearinghouse roles may be performed
by different people or companies, and there can be more than one of
each.

‘193 patent at 56:16-24.

4(H)

A summary of the roles of the various participants of virtual
distribution environment 100 is set forth in the table below:

Role Description

“Traditional”
Participants
Content creator Packager and initial distributor of digital

15
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Content Owner

Distributors

information

Owner of the digital information.

Provide rights distribution services for

budgets and/or content.

Provides services for processing and reducing
usage based audlt tralls

‘193 patent at 255:33-51.

S% diau £
Also, typlcally prov1des a platform for other
services, including third party financial

providers and auditors.

4D

Further Chain of Handling Model

As described in connection with Fxgure 2, there are four (4)

“participant” instances of VDE 100 in o

mple of a VDE chain

of handling and control used, for example, formgontent distribution.

“193 patent at 253:64-254:1.

4J)

FIGURE 2 illustrates an‘example of a chain of handling and control;

193 patent at 50:8-9.

4K) |

a “trusted” financial clearinghouse (e.g., VISA, Mastercard).

‘193 patent at 41:8-9.

16
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Phrase
compares Patent Specifications
900.155 S(A)

ompanngikigare 50wty ioiitedd reveals that the same overall
hlgh level processmg may typxcally be performed for READ method
1650 as was described in connection with OPEN method 1500.

‘900 patent at 195:9-12.

5(B)

jte /inciudes a new “client
adrmmstrator” partlc1pant 00

900 patent at 280:63-65.

| 560

VDE content, and the electronic agreements associated with said
content, can be employed and progressively manipulated in
commercial ways which reflect traditional busmess

B T S R T

‘900 patent at 322:15-20.

Extrinsic Sources

5(D)

compare v. tr. 1. To consider or descnbe as slar,ﬂ :
analo 57—-“8 liken. 2. Abbr. ¢ : OTGET IOM0
Similaitie %Eg%@&@? 3 Grammar To form the posmve
comparatlve or superlative degree of (an adjectwe or adverb). —
intr. 1. To be worthy of comparison; bear comparison: two concert

halls that just do not compare. 2. To draw comparisons.

comparison 7. 1.a. The act of comparing or the process of being
compared.

American Heritage Dictionary, 3d ed. (Houghton Mifflin, 1992), p. 384.

17
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component
assembly

912.8,912.35

Patent Specifications

6(A)

ROS VDE functions 604 may be based on segmented,
independently loadable executable “component assemblies” 690.
These component a: assembhes 690 are 1ndeper3dentl¥ securely
_delxverablem ]

assembly 690 prov1ded by ‘the preferred embodlment is comprised
of independently securely deliverable elements which may be
communicated using VDE secure communication techniques,
between VDE secure subsystems.

These component assembhes 690 are e the bame functmnal unit

s 690iateicke

6(B)

itassemb
!zé%,g-

% “5",

‘193 patent at 83:43-48.

6(C)

A 690 that may beused for

event processmg

193 patent at 115:67-116:4.

18
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6(D)

Permissions Records (“PERC”s) 808;
Methpd“Cores”_l 000

ljeta%ﬁiements (e g ‘User Data Elements (“UDEs”) 1200 and
Method Data Elements (“MDEs™) 1202); and
Other component assemblies 690.

193 patent at 85:21-29.

6(E)

The selected method event record 1012 m tum,
s S
UDE(s) and MDE(s) 1200 1202 and/
construct a component assembly 690 for execution in response to
the event that has occurred.

‘193 patent at 138:31-36.

6(F)

‘193 patent at 171:39-42.

6(G)

‘193 patent at 87:35-38.

19




L $

Claim Term /
Phrase

InterTrust Evidence

6(H)

ROS 602 provided by the prelent Lenibodinen; m Dan
&Vent by specifying and begmmng rocesss to  process the event.
These processes are, in the preferre: boaim e@ based on methods
1000. Smce there are an unhrmted number of different types of
events, the prelerreaiembodimen
different processes to ocess events. This flexibility is supported
by the ﬁ?ﬁ@% of component assemblies 690 from
independently deliverable modules such as method cores 1000/, load

modules 1100, and data structures such as UDEs 1200.

193 patent at 169:62-170:4.

6(1)

DIEIEETE: ] “ROS 602 assembles securely
mdependently dehverable elements into a component assembly 690
based in part on context parameters ‘ %&My

193 patent at 84:17-20.

6(J)

This “channel 0” “open channel” task may then i issue a serie
requests to secure database manager 566 to obtgr,l A Thing
o B RAE DO MO GO e

assomated w1th channel 594 (block 1127). ]

eprnt” to access (e g, _ the secure database manager 566 and/or
from load module execution manager library(ies) 568) the
appropriate “control method” that may be used to, in effect,
supervise execution of all of the other methods 1000 within the
channel 594 (block 1131).

*193 patent at 112:46-51, 112:63-113:2.

20
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File Histories

6(K)

“912 Patent File History, 9/22/98 Office Action, pp. 2-3.

21
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7. contain Patent Specifications
683.2,912.8, 1(A)
912.35 e

A VDE content container is an object that gantains both content (for
example, commercially distributed electronic information products
such as computer software programs, movies, electronic
publications or reference materials, etc.) and certain control

information related to the use of the object’s content.

‘193 patent at 19:15-21.

(B)

The Figure SA example shows 1tems “wrthm” and enclosed_ by
contamer/?§02 Howeve 3 5 _

may reference 1tems avallable at dlfferent times or only during
limited times. Some items may be too large to store within
container 302. Items may, for example, be delivered to the user in
the form of a “live feed” of video at a certain time. Even then, the
container 302 “contains” the live feed (by reference) in this
example.

‘193 patent at 58:48-58.

Extrinsic Sources

7(C)

contain r.v. -tained, -tain-ing, -tains. 1. a. ;_ ¥ ]
b. To be capable of holding. 2. To have as component parts, mclude
or comprise: The album contains many memorable songs. 3. a. To
hold or keep within limits; restrain: / could hardly contain my
curiosity. b. To halt the spread or development of; check: Science
sought an effective method of containing the disease. 4. To check
the expansion or influence of (a hostile power or ideology) by
containment. 5. Mathematics. To be exactly divisible by.[Middle
English conteinen, from Old French contenir, from Latin continere :
com-, com- + tenere, to hold. See ten-.]--con-tain'a-ble adj.

22
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SYNONYM: contain, hold, accommodate. These verbs mean to
have within or have the capacity for having within. Contain means
to have within or have as a part or constituent: This drawer contains
all the cutlery we own. The book contains some amusing passages.
Polluted water contains contaminants. Hold can be used in that
sense but primarily stresses capacity for containing: The pitcher
holds two pints but contains only one. Accommodate refers to
capacity for holding comfortably: The restaurant accommodates 50
customers. Four hundred inmates were crowded into a prison
intended to accommodate 200 . '

American Heritage Dictionary, 3d ed. (Houghton Mifflin, 1992), p. 406.

23
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control (n.)

193.1,193.11,

193.15, 193.19,

891.1

Patent Specifications
8(A)

Consumers 206, 208, 210 are each capable of receiving and using
the programs created by video production studio 204—assuming,
that is, that the video production studio or information utlhgy 200
has arranged for these consumers to have appropriate “nﬂeé il

Halsh{controlinformation) that give the consumers rights to use
the programs.

‘193 patent at 53:53-59.

8(B)

The virtual distribution environrnent 100 prevents use of rotected

hiormation).
Flgure 2 may grant spemﬁc individuals or classes of content users
112 “permission” to use certain content. They may specify what
kinds of content usage are permitted, and what kinds are not. They
may specify how content usage is to be paid for and how much it .
costs. As another example, “rules and controls” may require content
usage information to be reported back to the distributor 106 and/or
content creator 102.

*193 patent at 56:26-36.

8(C)

Objects may be classified in one sense based on whether the
protection information is bound together w1th the V’protected

s

2 A.:u.ums. 2, At

perrmsswns 't permit its use, in whole or in part, at any of several
sites is called a “Traveling Object”..

193 patent at 129:52-60.
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8(D)

resenﬁ%h%;_ﬁw on

specxﬁcally assocfatéd with one or more pieces of electronic content
and/or it may be employed as a general component of the operating
system capabilities of a VDE installation.

‘193 patent at 18:36-42.

8(E)

Failure information, including the elements listed below, may be
saved along with details of the failure:

This information may be analyzed to detect cracking attempts or to
determine patterns of usage outside expected (and budgeted) norms.
The audit trail histories in the SPU 500 may be retained until the
audit is reported to the appropriate parties.

‘193 patent at 121:15-32.

8(F)

In this embodiment, the additional memory may be provided by
additional one or more integrated circuits that can be contained
within a secure enclosure, such as a tamper resistant metal container
or some form of a chip pack containing multiple integrated circuit
components, and which impedes and/or evidences tampering

ortlon or all of SPU 500 or associated

intormation in the event of

193 patent at 169:5-13.
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8(G)

.ma 1nvolve reservmg at least a portion of the co ﬁ
ormationi(e;g-zexeciita ,code@u”caﬁ;ase‘h Savies)

‘193 patent at 33:12-14.

8(H)

VDE control information may, in part or in full, (a) represent control
information directly put in place by VDE content control
information pathway participants, and/or (b) comprise control
information put in place by such a participant on behalf of a party
who does not directly handle electronic content (or electronic
appliance) perrnissions records information (for example control

clearinghouse or govemment agcnc .
¥ E,¢\-l e sl % v;,g«':qu,w oo ., ] '
m&ﬁ‘i@ 8‘2”'?}1.4 = »n” R

cosino
e]ectromc automated or a semi-automated and human assisted,
control information (control set) negotiating process that assesses
whether the use of one or more pieces of submitted control
information will be integrated into and/or replace existing control
information (and/or chooses between alternative control information
based upon interaction with in-place control mformatlon) and how
such control information may be used.

Shtnssembii ay also baemput in place by exther an

N e b eI

193 patent at 44:34-52.

8(D

o s o -
SR G TR el w--.ﬁ..@{ N

In either embodiment, certain conirolinforr oltware:d
paramctery “data) must be securely maintained w1th1n the SPU and
further control information can be stored externally and securely
(e.g. in encrypted and tagged form) and loaded into said hardware
SPU when needed.

193 patent at 49:50-53.

8(J)

Q*f" ‘/Dw’?*‘ AR N
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AT
aigsefc;?,;b; :

3G Ki? 61
gg,mwm“‘%?mm

content (such as govemments ﬁnanc1a1 credit
providers, and users).

A2

193 patent at 15:46-50.

8(K)

‘VDE's usage control information, for example, provide for property
content and/or appliance related: usage authorization, usage
auditing (which may include audit reduction), usage billing, usage
payment, privacy filtering, reporting, and security related
communication and encryption techniques.

‘193 patent at 15:33-38.

8(L)

T A o

S T 2 S 8ny.
“a§§9m € ;g arameterdata)forele These capabilities
may constitute one or more “proposed” electronic agreements
(and/or agreement functlons avallable for selec ion and/ se w1th
parameter data) that Bianage fandio 1S Siotuise

sEistichicontent and which can enact ‘the terms and condmons of
agreements involving multiple parties and their various rights and
obligations.

“193 patent at 19:22-32.

193 patent at 48:29-34.
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8(N)

“"*? G

Figure 5B gives some additional detail about permissions record
808, budgets 308 and other methods 1000. The “permissions’

record” 808 spemﬁes the rights associated with the object 300 such
3’?. e &?f", 3 V;‘E(&()Wt%iﬁf ; 7 ;

808 may also spemfy reqmrements to be apphed by the budgets 308
and “other methods” 1000. Permissions record 808 may also
contain security related information such as scrambling and
descrambling “keys.”

“Budgets” 308 shown in Figure 5B are a special type of “method”
1000 that may specify, among other things, limitations on usage of
information content 304, and how usage will be paid for. Budgets
308 can specify, for example, how much of the total information
content 304 can be used and/or copied. The methods 310 may
prevent use of more than the amount specified by a specific budget.

193 patent at 59:1-25.

8(0)

A distributed database may manage such a dlﬁsmted rep051tory
resource en_ggonment_and use VDE to S€¢ fite thestoring:

193 patent at 284:22-26.

8(P)

ROS 602 provided by the Preloired-embodiment extends
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conventional capabilities such as, for example, Access Control List
(ACL) structures, to user and process defined events, including state
transitions. ROS 602 may provide full control information over
pre-defined and user-defined application events. These control
mechanisms include “go/no-go” permissions, and also include
optional event-specific executables that permit complete flexibility
in the processing and/or controlling of events. This structure
permits events to be individually controlled s0 that for example,

systems provxde static “go-no go” control mechanisms at a file or
resource level; ROS 602 extends the control concept in a general
way from the largest to the smallest sub-element using a flexible
control structure. ROS 602 can, for example, control the printing of
a single paragraph out of a document file.

193 patent at 77:45-63.

8(Q)

BB

bod re
modific and:up| mm%ﬁ govemmg each
component The control mformatlon may be provided in a template
format such as method options to an end-user. An end-user may
then customize the actual control information used within guidelines

provided by a distributor or content creator.

193 patent at 77:64-78:3.

3(R)
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Separately, to a user or otherwise made available for use (such as
being available remotely by telecommunication means).

| “193 patent at 43:26-37.

8(S)

wnh associated data) “run as control methods under the VDE
transaction operating environment.

193 patent at 25:48-52.

8(T)

Traveling objects can be used at a receiving VDE node electronic
appliance 600 so long as either the appliance carries the correct
budget or budget type (e.g. sufficient credlt aval from a
clearinghouse such as a VISA budget) cith Gitlicran enerat.ontorn
. specH Rranore: ;ﬁ‘émseg%asses or S0 long as the traveling
obJect itself carries with it sufficient budget allowance or an
appropriate authorization (e.g., a stipulation that the traveling object
may be used on certain one or more installations or installation
classes or users or user classes where classes correspond to a
specific subset of installations or users who are represented by a
predefined class identifiers stored in a secure database 610). After
receiving a traveling object, if the user (and/or installation) doesn't
have the appropriate budget(s) and/or authorizations, then the user
could be informed by the electronic appliance 600 (using
information stored in the traveling object) as to which one or more

parties the user could contact.

193 patent at 131:33-50.

8(U)

[A]n object provider might allow users to redistribute copies of an
object to their friends and associates (for example by physical
delivery of storage media or by delivery over a computer network)
such that if a friend or associate satisfies any certain criteria required
for use of said object, he may do so.
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For example, if a software program was distributed as a traveling
object, a user of the program who wished to supply it or a usable
copy of it to a friend would normally be free to do so. Traveling
Objects have great potential commercial significance, since useful
content could be primarily distributed by users and through bulletin
boards, which would require little or no distribution overhead apart
from registration with the “original” content provider and/or
clearinghouse.

The “out of channel” distribution may also allow the provider to
receive payment for usage and/or elsewise maintain at least a degree
of control over the redistributed object. Such certain criteria might
involve, for example, the registered presence at a user's VDE node
of an authorized third party financial relationship, such as a credit
card, along with sufficient available credit for said usage.

Thus, if the user had a VDE node, the user might be able to use the

. traveling object if he had an appropriate, available budget available

on his VDE node (and if necessary, allocated to him), and/or if he or
his VDE node belonged to a specially authorized group of users or
installations and/or if the traveling object carried its own budget(s).

*193 patent at 131:59-132:18.

8(V)

VDE supports multiple differing hierarchies of client organization
control mformatmn wherem an organization chent adrmmstrator
distributes EoRGOLINTOM Tying the isage Hphts 6
departments, users, and/or projeets. Likewise, a department
(division) network manager can function as a distributor (budgets,
access rights, etc.) for department networks, projgets, and/or users,

etc.

“193 patent at 33:63-34:3.

8(W)

stories

File Histori

Claims . . . are rejected under 35 U.S.C. 102(b) as being anticipated
by Lofberg (4,595,950).
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The recited first device and its oPeratlon matches that of the rent
terminal. . .gf‘e%‘mfergl HHCIadinpatICASHOne contTol:
persenalﬂdentlﬁ

%g“%ggﬁxgg ﬁggg, see col. 3, lines 60-68 and col.
4, lines 64-68 and col. 13, lines 1-11. . . . The second device is the
user station. The rent terminal determmes whether the digital file
may be copied and stored on the second device, see col. 9, lines 1-8
and col. 12, lines 43-49. The second device renders the digital file
through

its output only upon the data carrier having the information
recorded therein and governing the use of the digital file is

transferred to the second device.

*193 Patent File History, 6/7/00 Office Action, p. 2.

8(X)

Claims . . . are rejected . . . as being anticipated by Karp
(4,866,769).

.. The first device is 4 personal computer that is allowed access to
the software by virtue of an encoded checkword derived from a
source ID on the diskette and the pe aaltcs?mpytg;;% ,
Abstract ] ntto]

e A“{\S& y S gitals
60 through col. 6 hne 11 A A second device is represented by a
second checkword stored in the list, see col. 8, lines 1-18. The
determination of whether the digital file may be copied and stored
by a second device is dependent on whether a checkword for the -
second device is allowed.

*193 Patent File History, 6/7/00 Office Action, pp. 3-4.

| s

Claims 58-59 are rejected . . . as being anticipated by Schull
[5,509,070}]. ‘ ‘

The Schull reference describes a system fgr d15tpbu1n, reglstratlon
and purchase of software. . . Thcidentifiea Control1sahe necdaor.a
valid password to unlock the advanced features of the copied
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software. Column 7, line 10 through column 8, line 9 describe the
generation and assignment of the target IDs and passwords.

USP 5,915,019 File History, 7/28/97 Office Action, p. 3.

8(Z)

[Okano, 5,504,818] describes a system using cryptography for

processing various digital objects. Figure 3 and column 6, line 33

110!

USP 5,915,019 File History, 7/28/97 Office Action, p. 3.

8(AA)

A comparison of independent claim 7 to Fischer to derive the
similarities and differences between the claimed invention and the
foore AN N P DR A 2 A

. T e g

rior art follows. ] C éf" Hows variousiterminals
e e senmea P e e
con davIasa e ne n ] f

24 communicatio
channel 12; a processor as processor with main memory, 2....

‘683 File History, 11/12/99 Office Action, p. 4.
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controlling,
control (v.)

193.1, 861.58

Patent Specifications
9(A)

Secondary storage 652 in this example stores code and data used by
CPU 654 and/or SPU 500 to c@,gtm‘l the overall operation of
electronic appliance 600.

‘193 patent at 62:58-60.

9(B)

The other CPU(s) 654 may be any centrally EGRtOIIHE '
arrangement, such as for example, a microprocessor, other
" microcontroller, and/or array or other parallel processor.

193 patent at 64:55-58.

9(C)

A shared address/data bus arrangement 536 may transfer
information between these various components under €ontrot of

microprocessor 520 and/or DMA controller 526.

193 patent at 65:35-38.

9(D)
In some implementations, a separate arithmetic accelerator 544 may
be omitted and any necessary calculatlons may be performed by
microprocessor 520 under software g cgp ol.

193 patent at 68:46-49.

I(E)

DMA controller 526 ¢ontrols information transfers over
address/data bus 536 without requiring microprocessor 520 to
process each individual data transfer.

193 patent at 68:51-53.

34




Claim Term /
Phrase

InterTrust Evidence

9 F)

In the preferred embodiment, to con,u%l access to clearinghouses,

W

users are assigned account numbers at clearinghouses.

“193 patent at 268:29-31.

9(G)

P =y

mformatlon may employ, for control purposes, the same, or
differing, granularities of electronic information control increments.
This includes supporting variable control information for budgeting -
and auditing usage as applied to a variety of predefmed mcrements

of electronic mformatlon 1nclud1ng i@ lﬁ 1‘ VABCIV-of difterent

A TR0 s :
erable for blllmg units of measure ., credit limit,
secunty budget limit and security content metering increments,

and/or market surveying and customer profiling content metering

increments.

‘193 patent at 28:19-37.

9(H)

. support the flowing of content control information through
dlfferent “branches” of content control information handling so as to
accommodate, under the present invention’s preferred embodiment,
diverse controlled dxsmbutlons of VDE con:grolled content. 15

iy e i1y e S

mstance a pany who first placed control mformatlon on content can
make certain control assumptions and these assumptions would
evolve into more specific and/or extensive control assumptions.
These control assumptions can evolve during the branching
sequence upon content model participants subrmttmg control
information changes, for example, for use in “negotiating” with “in
place” content control information. This can result in new or
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modified content control information and/or it might involve the
selection of certain one or more already “in-place” content usage
control methods over in-place alternative methods, as well as the
submission of relevant control mfonnatlon_parameter data ThlS
form of evolutlon of fEicrent conn : elerappliedn

CrEntCl onil
MWMM‘QL&:I: 934. G et ]
appliance results from VDE control information flowing “down”
through different branches in an overall pathway of handling and
control and being modified differently as it diverges down these

different pathway branches.

‘193 patent at 31:29-56.

(M

related control information handling. ¥

concurrent busmess activities which are dependent on electromc
commercial product content distribution, such as acquiring detailed
market survey information and/or supporting advertising, both of
which can increase revenue and result in lower content costs to users
and greater value to ¢ content prov1ders hionmatic

I S R
i

mi&@ 3in a pathway of c'en'tent, regortmg, ; .ment and/or
s W}g‘ ﬂi‘i@gﬁ%ﬂx Tihe

‘193 patent at 30:42-31:7.
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{0 )

control information for a given plece of content may be stxpulated as
senior information and therefore not changeable, might be put in
place by a content creator and might stipulate that national
distributors of a given piece of their content may be permitted to
make 100,000 copies per calendar quarter, so long as such copies
are provided to bona fide end-users, but may pass only a single copy
of such content to a local retailers and the control information limits
such a retailer to making no more than 1,000 copies per month for
retail sales to end-users. In addition, for example, an end-user of
such content might be limited by the same content control
information to making three copies of such content, one for each of
three different computers he or she uses (one desktop computer at
work, one for a desktop computer at home, and one for a portable
computer).

‘193 patent at 48:15-35.

9(K)

mé i k mtjgg_;'&@g In elther case user B may
be able to estabhsh thexr own control information on DA(CA)

and/or UDB(UDA(DA(C%QJ w{\%ipecnvely (1f allowed by such’
control mform;a‘gon ) 0

example, user B may have received control information from
user/distributor B along a chain of handling including
user/distributor A that bases fees on the number of minutes that user
B makes use of creator A's content (and requiring user/distributor A
to pay fees of $15 per month per user to distributor A regardless of
the amount of usage by user B in a calendar month). This may be
more favorable under some circumstances than the fees required by
a direct use of control information provided by distributor A, but
may also have the disadvantage of an exhausted chain of
redistribution and, for example, further usage information reporting
requirements included in UDB(UDA(DA(CA))). If the two sets of
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control information DA(CA) and UDB(UDA(DA(CA))) permit (e.g.
do not require exclusivity enforced, for example, by using a
registration interval in an object registry used by a secure subsystem
of user B's VDE installation to prevent deregistration and
reregistration of different sets of control information related to a
certain container (or registration of plural copies of the same content
having different control information and/or being supplied by
different content providers) within a particular interval of time as an
aspect of an extended agreement for a chain of handhng and control

reﬂected in DA(CA) and/or UDB(UDA(DA(CA ccBmay
liied i DACH) ad Lﬁfég”;;gﬁg%

R 7 .m"v;mmw&
of 0l ; ation:

193 patent at 306:30-65.

()

For example, user/distributor A may receive control information CB
that includes a requirement that user/distributor A pay creator B for
content decrypted by user/distributor A (and any participant
receiving distributed and/or redistributed control information from
user/distributor A) at the rate of $0.50 per kilobyte. As indicated
above, user/distributor A also may receive control information
associated with creator B's VDgcontent contamer from d'stnb}gor

193 patent at 308:29-42.

(M)

As 1llustrated in Figure 81, in this exam
ﬁ’ Cicator

L MM;%% iy
DA(CB) from distributor A, UDB(U DA(DA(CB))) and/or

UDB(UDA(CB)) from user/distributor B, DC(CB) from dlstnbutor
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chains pass through user/distributor B. Based on a VDE negotiation
between user/distributor B and user B, an extended agreement may
be reached (if permitted by control information governing both
parties) that reflects the conditions under which user B may use one
or both sets of control information. In this example, two chains of
handling and control may "converge" at user/distributor B, and then
pass to user B (and if control information permits, later diverge once
again based on distribution and/or redistribution by user B).

193 patent at 308:48-65.

™)

created by creator B creator C and creator D maddmon to one ne or

more extracted/em&edded

ntent created by creator E.
}%?{{ v!go.;.lﬁ—’q

Iggrtlons of co
N

shitouse)sandiunc ic anc

the character of such extracted/embedded pOI'thl'lS (e g multlmedla
presentations illustrating potential areas of interest in the remainder
of the content, commentary explaining and/or expositing other
elements of content, related works, 1mproved ap) latlo soﬁware

price {orlother At ConOLItormatio
and other consxderatlons whlch dlstmgulsh the containers and/or
content control information received, in this example, from

distributor B and distributor C.

193 patent at 312:11-31.

Extrinsic Sources

9(0)

conduct 2. To hold m' restramt “check: strugglecj to control my
temper; regulations intended to control prices. 3. a. To verify or
regulate (a scientific experiment) by conducting a parallel

39




Claim Term /
Phrase

InterTrust Evidence

experiment or by comparing with another standard. b. To verify (an
account, for example) by using a duplicate register for comparison.
—control ». 1. Authority or ability to manage or direct: lost control
of the skidding car; the leaders in control of the country. 2. Abbr.
cont., contr. a. One that controls; a controlling agent, device, or
organization. b. Often controls. An instrument or set of instruments
used to operate, regulate, or guide a machine or vehicle. 3. A
restraining device, measure, or limit; a curb: a control on prices;
price controls. 4. a. A standard of comparison for checking or
verifying the results of an experiment. b. An individual or group
used as a standard of comparison in a control experiment. 5. An
intelligence agent who supervises or instructs another agent. 6. A
spirit presumed to speak or act through a medium.[Middle English
controllen, from Anglo-Norman contreroller, from Medieval Latin
contrarotulare, to check by duplicate register, from contrarotulus,
duplicate register : Latin contra-, contra- + Latin rotulus, roll,
‘diminutive of rota, wheel. See ret-.]--con-trol'la-bil'i-ty n. --con-
trol'la-ble adj.

American Heritage Dictionary, 3d ed. (Houghton Mifflin, 1992), p. 410.
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10. | copy, copied, Patent Specifications
copying

193.1, 193.11,
193.15, 193.19

10(A)

In somec1rcumstances a VDE administrator may require that a

PV (pattial orcomiplete) of the back up files be transmitted to it
w1t1'un an administrative object to check for indications of fraudulent
activities by the user.

193 patent at 167:63-67.

10(B)

When a user needs to access a particular VDE object 300, her
elec’u'omc ap llance 600 c%ulgmlgs:‘ue are uest over network672 to

portion-ot

‘193 patent at 226:11-16.

10(C)

Explratxon dates cannot be used effectively to prevent substitution of
the Ereggwus; “copy, of a budget UDE 1200. To secure these
frequently updated items, a transaction tag is generated and included

in the encrypted item each time that item is updated.

‘193 patent at 143:14-18.

16(D)

(e g mcase an encryption key was "cracked" or inadvertently
disclosed, the "damage" could be limited to the portion(s) of that
specific copy of a certain content deliverable).

193 patent at 288:46-52.
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10(E)

‘193 patent at 319:13-15.

10(F)

transferring at least a portion of said digital file to a second device
including a memory and an audio and/or video output, the portion of
said digital file transferred to said second device representing a
version of said digital file which, when rendered at said second
device, provides a level of quality lower than the level of quality
provided when said digital file is rendered at said first device;

193 patent at 323:64-324:4.

10(G)

For example, if the audit information received by the clearinghouse
is legitimate, then the clearinghouse may send an ?.dmnnsu'atlve

obJect to the enﬁg&grser’s electromc apphance 600 1e Nt
OmpESSithe auditin

‘193 patent at 162:10-15.

10(H)

[A] user (the “originating user””) may wish to place an “originator
controlled” (“ORCON™) restriction on a certain document, such that
the document may be transmitted and used only by those specific
other users whom he designates (and only in certain, expressly
authorized ways). Such a restriction may be flexible if the
“distribution hst” could be modified after the creatlon of the

‘193 patent at 278:11-21.
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10(D)

3502 may, for example, perrmt commerc1al content reposxtory 200g
to create redistribution permissions and/or usage permissions 3500,
3502 using a VDE protected subsystem within certain restrictions
described in content contrpl onnm%%mgn recewed from creator 102

(e.g., 3nige)%téiarvt(:ee:d aice MmMberofic
payments by commerc1al content reposxtory 200g to creator 102,
requlnng recipients of such perrmssmns to meet certain rep rtmg

R

content is placed mto a VDE contamer asa step a secure process
of communicating such content to a user.

“193 patent at 316:16-37.

10(J)

37. A method as in claim 36, further comprising:
at some poiht after said transferring step, taking at least one action .
to render said copy of said first digital file unuseable at said second

device; and

at said first digital device, removing said encumbrance on said -
budget,

said removal including increasing the number of copies of said ﬁrst
digital file authorized by said budget.

*193 patent at 325:32-40.

Extrinsic Sources

10(K)

BT

copy forepl

Fore Teproduce data in a new location or other destination,
leaving the source data unchanged, although the physical form of
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the result may differ from that of the source; for example, to make a
duplicate of all the programs or data on a disk, or to copy a graphic
screen image to a printer.

Spencer, Personal Computer Dictionary (Camelot Publishing, 1995), p. 47.

10(L)

Webster’s New World chtlonary of Computer Terms, 6th ed. (1997), p.

118.

10(M)

l. —ies. 1. An imitation or W of an original; a -
duplicate: a copy of a painting; made two copies of the letter. 2.
‘One spec1men or example of a printed text or picture: an
autographed copy of a novel. 3. Abbr. c., C. Material, such as a
manuscript, that is to be set in type. 4. The words to be printed or
spoken in an advertisement. 5. Suitable source material for
journalism: Celebrities make good copy. —copy v. -ied, -ying, -ies
—tr. 1. To make a reproduction or copy of. 2. To follow as a model
or pattern; imitate. See Synonyms at imitate. —intr. 1. To make a
copy or copies. 2. To admit of being copied: colored ink that does
not copy well.

American Heritage Dictionary, 3d ed. (Houghton Mifflin, 1992), p. 416.
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11. | derive Patent Specifications
900.155 11(A)

Whenever CPU/SPU 2650 enters or leaves the "SPU" mode, the
transition is performed in such a way ! that no information contained
in the secure memory 532, 534 or gemgeé from it (e.g., stored in
registers or a cache memory associated with microprocessor 2652)
while in the "SPU" mode can be exposed by microprocessor 2652
operations that occur in the "normal" mode.

‘900 patent at 75:30-36.

11(B)

In some example implementations, interrupts may be enabled while
CPU/SPU 2650 is operating in the "SPU" mode similarly interrupts
and returns from interrupts while in the "SPU" mode may allow
transitions from "SPU" mode to "normal" mode and back to "SPU"
mode without exposing the content of secure memory 532, 534 or
the content of registers or other memory associated with
microprocessor 2652 that may contain information derived from
secure mode operation.

‘900 patent at 75:41-49.

11(C)

For example, during PPE 650 operation, the internal state of the PPE
is constantly being updated. During each interaction with a trusted
server, PPE 650 (and the trusted server) may test the internal state
of PPE 650 to determine whether it could be defiyed from the
internal state last seen by the trusted server for this particular PPE
650 instance. If it could not, the result may be taken as indicating a
replay attack of some sort, and an appropriate action can be taken
(see Figure 69L, block 3592, 3594, 3596).

‘900 patent at 247:4-12.

11(D)

For example, the counter could be repeated hashing (e.g., with
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MD5) of a value that is stored redundantly in several different
locations within the operational materials 3472 and secure database
610 - so that the trusted server could verify that the current value
can be a"é‘fﬁ@ (e.g., by repeated MD5 applications) from a previous
value.

‘900 patent at 247:20-26.

Extrinsic Sources

11(E)

of (a word). 4. Chemistry. To produce or obtain (a compound) from
another substance by chemical reaction.v. intr. To issue from a
source; originate. See Synonyms at stem1.[Middle English deriven,
to be derived from, from Old French deriver, from Latin derivare, to
derive, draw off : de-, de- + rivus, stream. See rei-.]--de-riv'a-ble
adj. —de-riv'er n.

American Heﬁtage Dictionary, 3d ed. (Houghton Mifflin, 1992), p. 504.
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12.

designating

721.1

Patent Specifications

12(A)
Figures 11A-11C show how a verifying authority can use different
digital signatures to designate the same or different load modules as

being appropriate for execution by different assurance level
electronic appliances;

“721 patent at 7:66-8:2.

12(B)

In one of its roles or instances, object submittal manager 774
provides a user interface 774a that allows the user to create an
object configuration file 1240 specifying certain characteristics of a
VDE object 300 to be created. This user interface 774a may, for
example, allow the user to specify that she wants to create an object,
allow the user to designate the content the object will contain, and
allow the user to specify certain other aspects of the information to
be contained within the object (e.g., rules and control information,
identifying information, etc.).

‘193 patent at 103:11-20.

12(C)

Control sets 914 exist in two types in VDE 100: common required
control sets which are given designations “control set 0” or “control

AR TT

set for right,” and a set of control set options.

‘193 patent at 150:30-33.

12(D)

The classification attributes may désignate the overall level of
sensitivity of the document as an element of an ordered set. For
example, the set “unclassified,” “confidential,” “secret,” “top secret”
might be appropriate in a government setting, and the set “public,”
“internal,” “confidential,” “registered confidential” might be
appropriate in a corporate setting.
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The compartment attributes may ﬁwé‘glm the document's
association with one or more specific activities within the
organization, such as departmental subdivisions (e.g., “research,”
“development,” “marketing™) or specific projects within the
organization.

Each person using an electronic appliance 600 would be assigned,
by an authorized user, a set of permitted sensitivity attributes to
desipna Siphate those documents, or one or more portions of certain
document types, which could be processed in certain one or more
ways, by the person's electronic appliance. A document's sensitivity
attribute would have to belong to the user's set of permitted
sensitivity values to be accessible.

In addition, the organization may desire to permit users to exercise
control over specific documents for which the user has some defined
responsibility. As an example, a user (the “originating user’”) may
wish to place an “originator controlled” (“ORCON?) restriction on a
certain document, such that the document may be transmitted and
used only by those specific other users whom he esignates (and
only in certain, expressly authorized ways).

‘193 patent at 277:56-278:16.

12(E)

O T g P ]

A document may have an attribute des: 18 its originator and
requiring an explicit permission to be granted by an originator
before the document's content could be viewed.

‘193 patent at 280:1-4.

Extrinsic Sources

12(F)

designate 1. v. te ) : Speci:
BOMEGH. (2) Toigiveang Silorcharacterize. (3) To se
and set aside for a duty, an office, or a purpose. See Synonyms at
allocate, appoint.

American Heritage Dictionary, 3d ed. (Houghton Mifflin, 1992), p. 506.
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13.

device class

721.1

13(A)

File Histories

. . Applicants respectfully submit that some of the terms cited by
the Examiner as “indefinite” are either well-known by persons

s, 5 SRk T Eey g
e%%ﬁww%‘%%ﬁb'* Rl

0 Ay o STy fite LR e B 5
roupiofidevices which shareiats

721 Patent File History, 4/13/99 Response, p. 14.
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14.

digital signature,
digitally signing

721.1

Patent Specifications
14(A)

A verifying authority d1g1talIN:
modules or e other executab]e51t venﬁed (ns

A baskd et tor

Bidsighs, and “certifies” those load
a@‘&%’ﬁﬁ""#“&”“l}l“& ¥

Protected execution spaces such as protected processing
environments can be programmed or otherwise conditioned to
accept only thoseﬁlgoad modules or other executables bearm a

S‘é“ R ccn_gdl, ‘_“"}A-,:l %

721 patent at 4:64-5:5.

14(B)

In accordance with another aspect provided by the present
invention, an execution environment protects itself by deciding —

process.

*721 patent at 6:5-15.

14(C)

A verifying authority may digimlly sign load modules or other
executables with a dlgltal 51gnature that mdlcates orim hes

i quest, A protected pfocessmg |

o S et e

envnronment or other secure execution space protects itself by
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executing only those load modules or other executables that have
been digitally signed for its corresponding assurance level.

721 patent at 6:42-52.

14(D)

Figure 6 shows how a protected processing environment can
securely authenticate a verifying authority's digital signature to
guarantee the integrity of the corresponding load module;

Figure 7 shows how several different digital signatures can be
applied to the same load module;

Figure 8 shows how a load module can be distributed with multiple
digital signatures

721 patent at 7:47-57.

14(E)
TSt RIS Erane A son{hms i widcopread usElioday (RSA
d DSA) are based on distinct mathematical problems (factoring in

the case of RSA, discrete logs for DSA).

“721 patent at 15:31-34.

14(F)

There exist many well known processes for creating digital
signatures. One example is the Digital Signatur é[golt'ithm .,&(ﬁQVSA)'

(]
X6 3&'& ¢

:

721 patent at 10:60-64.
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Extrinsic Sources

14(G)

g@;gnl ' gt setiriy. 2 datablock-appendeditoia
ma. g ' 5 Apl o “ .."’ ; ( R .. ﬁ

51gnature isa functlon of (a) the message transaction or document
to be signed; (b) secret information known only to the sender; and
(c) public information employed in the validation process.
Message authentication enables the receiver of a message to

ensure that the contents cannot be changed accidentally or

* deliberately by a third party. However, since both the sender.and
the receiver share the same secret information there is no method of
resolving disputes. The receiver can compute the authenticator and
could therefore change a message, or forge a new message, develop
the authenticator and claim that it was transmitted by the sender
sharing the same secret key for authentication. Conversely the
sender could disown an authenticated message and claim that the
receiver produced a forged message using the common secret key.

The essence of a digital signature is that the receiver must be able

" to prove that a message originated with a given sender, but must not
be able to construct the signed message. Thus the sender requires
secret information to construct the signed message and the receiver
must be able to access public information for use in the validation of
the message. In the case of a dispute the receiver must be in a
position to supply non-secret information to a judge (i.e., the signed
message and the publicly available information) in order to prove
the authentication and origin of the message. Compare DYNAMIC
PASSWORD. See MESSAGE AUTHENTICATION, PUBLIC
KEY CRYPTOGRAPHY, RSA. Synonymous with ELECTRONIC
SIGNATURE.

Dictionary of Information Technology, 3d ed. (Van Nostrand Reinhold,
1989), pp. 160-161.

Citations from Sources Designated by Microsoft under PLR 4-2(b)
14(H)

Digital signature A string of characters that can be generated only
by an agent that knows some secret, and hence provides evidence
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that such an agent must have generated it.

Neumann, Computer Related Risks (ACM Press, 1995), p. 345.

14(T)

Another way to check your files for unauthorized tampering is to
derive a signature for each file, and to compare that signature
against a known value. A file signature is a function of the contents
and properties of the file. A signature is relatively easy to calculate,
but difficult to forge. .

Garfinkel et al., Practical Unix Security (O’Reilly & Associates, 1991), p.
122.
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15. | executable, Patent Specifications
executable
programming 15(A)

721.34,912.8,
912.35

it 'fi.J, s

's”’i of thexr executlon envuonment for efﬁc1ency and compactness
SPU 500 and platform prov1ders may provide versions of the
standard load modules 1100 in order to make their products
cooperate with the content in dlstnbutlon m%‘chamsms contemplated

P M S SUNACTY R L e DR TRy
fepte e%?e_ nen satlgq

el 2o

‘193 patent at 141:42-56.

15(B)

i [ f ' 2¢ S ¢ :
and/or demgn/unplementatmn methodology (e g Gypsy, FDM) that
can facilitate automated analysis, validation, verification, inspection,
and/or testing.

‘721 patent at 5:34-39.

Extrinsic Sources

15(C)

executable adj. Of, pertaining to, or being a program file that can
be run. Executable files have extensions such as .bat, .com, and
.exe.

executable n. A program file that can be run, such as file0.bat,
filel.exe, or file2.com.
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T
Sourg

Pyt 0

ST ‘65

e
i€ _ropemfo;;nat«:» See also code (deﬁmtlon 1)
compiler (deﬁmtlon 2), computer program, interpreter, source code.

Microsoft Computer Dictionary, 3d ed. (Microsoft Press, 1997), p. 182
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16.

host processing
environment

900.155

Patent Specifications
16(A)

Personal computer 4116 in thlt le is also provided with a

secure processing unit 500 or SORWarebas SJ.LIPE 655 (See Figure
12) to provide secure, tamper-resistant frusted processing.

‘683 patent at 20:16-19.

16(B)

“SPE 503” may refer to each of them.

4‘193 patent at 105:18-22; ‘900 patent at 112:48-52.

16(C)

As discussed above in connection with Figure 12, each electronic
appliance 600 in the preferred emb%grment 1ncludes one or more

LGS

requests passed to them by ROS 602 and they may themselves
generate service requests to be satisfied by other services within
ROS 602 or by services provided by another VDE electronic
appliance 600 or computer.

In the preferred embodiment, an SPE 503 is suEported by the

IR B e

hardware resources of an SPU 500. Acn IPE nﬁ’

S T O s SR "?zxx
sseréresﬁ%)yceS@p

. Xr;s?éﬁr_;ﬂ ection. HPE 655 thus glves ROS 602 the
capablhty of assemblmg and executing certain component
assemblies 690 on a general purpose CPU such as a microcomputer,
minicomputer, mainframe computer or supercomputer processor. In
the preferred embodiment, the overall software architecture of an
SPE 503 may be the same as the software architecture of an HPE
655. An HPE 655 can “emulate” SPE 503 and associated SPU 500,
i.e., each may include services and resources needed to support an

identical set of service requests from ROS 602 (although ROS 602
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may be restricted from sending to an HPE certain highly secure
tasks to be executed only within an SPU 500).

“193 patent at 104:39-64; ‘900 patent at 112:2-27.

16(D)

9’53 ﬁ.l}igvkm&@;;; RAPLS
’ . in one
mventlon is full-featured and fully compatlble with SPE 503—that
is, HPE 655 can handle each and every service call SPE 503 can
handle such that the SPE and the HPE are “plug compatible” from
an outside interface standpoint (with the exception that the HPE
may not provide as much security as the SPE).

*193 patent at 79:60-80:7; ‘900 patent at 87:32-46.

16(E)

Figure 12 also shows that ROS 602 may provide one or more SPEs
503 and/or one or more HPEs 655. As discussed above, HPE 655
may “emulate an SPU 500 device, and such HPEs 655 may be
integrated in lieu of (or in addition to) physical SPUs 500 for
systems that need hxgher throughput.

since HHEES.655 are (VpiCAlApIote er:
and may not provide truly secure processmg
embodiment, for high security applications at least, all secure
processing should take place within an SPE 503 having an execution
space within a physical SPU 500 rather than a HPE 655 using
software operating elsewhere in electronic appliance 600.

¢193 patent at 88:31-43; ‘900 patent at 96:6-18.

16(F)

Occurrence of the control operation demonstrates that
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microprocessor 2652 is executing in its most privileged "normal”
mode and therefore can be trusted to execute successfully the "enter
'SPU' mode” seﬁggence of
fm:wﬁfé:‘ig”ocessem_ S OhWete notiexecutNg INAtSANOSEPIIVL

e there would be no assurance that those instructions would
execute successfully. Because switch 2663 isolates microprocessor
2652 from external signals (e.g., interrupts) until "SPU" mode is
successfully initialized, the entry instructions can be guaranteed to

complete successfully.

‘900 patent at 78:30-40.

16(G)

Designing VDE capabilities into one or more standard
microprocessor, microcontroller and/or other digital processing

. components may materially reduce VDE related hardware costs by

employing the same hardware resources for both the transaction
management uses contemplated by the present invention and for
other, host electronic appliance functions. This means that a VDE
SPU can emplo share)%w}_rcm elements of a “standard” CPU

g /t 311 s AT
secprity for a variety of apphcatlons and the expense of a speclal
purpose processor might be avoided. Under one preferred
embodiment of the present invention, certain memory (e.g., RAM,
ROM, NVRAM) is maintained during VDE related instruction
processing in a protected mode (for example, as supported by
protected mode microprocessors).

*193 patent at 21:5-21; ‘900 patent at 21:1-17.

16(H)

A VDE node's hardware SPU is a core component of a VDE secure
subsystem and may employ some or all of an electronic appliance’s
primary control logic, such as a microcontroller, microcomputer or
other CPU arrangement. This primary control logic may be
otherwise employed for non VDE purposes such as the control of
some or all of an electronic appliance’s non-VDE functions. When
operating in a hardware SPU mode, said primary control logic must
be sufficiently secure so as to protect and conceal important VDE
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VDE processes to execute w1th a certain degree of security. This
alternate embodiment is in contrast to the preferred embodiment
wherein a trusted environment is created using a combination of one
or more tamper resistant semiconductors that are not part of saxd
primary control logic.

“193 patent at 49:33-50; ‘900 patent at 49:31-48.
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17.

identifier

193.15,912.8

Patent Specifications
17(A)

This same termination (or other specified consequence such as
budget reduction, price increase, message displays on screen to
users, messages to administrators, etc.) can also be the consequence
of the failure by a user or the users VDE installation to complete a
monitored process, such as paying for usage in electronic currency,
failure to perform backups of important stored information (e.g.,
content and/or appliance usage information, control information,

P abainay :z:{x; s

etc ,fallure touse a repeated failure to use the proper passwords"

‘193 patent at 270:12-21

17(B)
' During the same or different communication session, the terminal
could similarly, securely communicate back to the portable

appliance 2600 VDE secure subsystem details as to the retail
transaction (for example, what was purcha%emd%d ncethe retall

establishment's digital signature, the gﬁl;m rpnalsdaaentiic
related information, etc.).’

‘193 patent at 233:35-41.

17(C)

modt 'ﬁ?jﬁl ,!!Lg«eﬁe%w .,‘m%' Thls functlonahty also allows for
different SPE instruction sets as well as different user platforms, and
allows methods to be constructed without dependencies on the
underlying load module instruction set.

‘193 patent at 140:37-50.
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17(D)

as classes, and by function and hlerarchlcal 1dent1ﬁcatlon employmg
a hierarchy of levels of client identification (for example, client
organization ID, client department ID, client network ID, client
project ID, and client employee ID, or any appropriate subset of the
above).

‘193 patent at 25:31-38.

17(E)

Account Numbers and User IDs

In the preferred embodiment, to control access to clearinghouses,
users are assigned account numbers at clearinghouses. Account
numbers provide a unique “instance” value for a secure database
record from the point of view of an outsider. From the point of view
of an electronic appliance 600 site, the user, group, or group/user ids
provide the unique instance of a record. For example, from the
point of view of VISA, your Gold Card belongs to account number
#123456789. From the point of view of the electronic appliance site
(for example, a server at aco oratlon) the Gold card rmght belong
to user id 1023. Iniorg nizatio ichihave piualius

9,11 usmg a VDE node,

i&lxsmqujzﬁé&mﬁ%i%;@wgy

il lisers and]
QSBQEW“P& ';,.

193 patent at 268:28-42.

Extrinsic Sources

17(F)
ldentl v. identified, i tlfymg identifies. v. tr. 1. Tk e’
TerioE e O PR e
acter shs*gﬁ 3. Blology To determine the taxonomic
cla551ﬁcat10n of (an organism). 4. To consider as identical or united;
equate. 5. To associate or affiliate (oneself) closely with a person or
group.v. intr. To establish an identification with another or
others.[Medieval Latin identificare, to make to resemble : Late Latin
identitas, identity. See IDENTITY + Latin -ficare, -fy.]—i-den'ti-
fi'a-ble adj. --i-den'ti-fi'a-bly adv. —i-den'ti-fi'er n.

American Heritage Dictionary, 3d ed. (Houghton Mifflin, 1992), p. 896.
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18. | protected Patent Specifications
processing
environment 18(A)
683.2,721.34 Because security may be better/more effectively enforced with the
~ assistance of hardware security features such as those provided by
SPU 500 (and because of other factors such as increased

‘193 patent 80:65-81:8.

18(B)

The Ginter et al. patent disclosure descnbes among other thmgs,
R o E
techm ues | for rowdm% SECUTre;
S

e TS

‘721 patent 3:16-21.

18(C)

One particular efcample of a secure execution space is a “protected
processing environment” 108 of the type shown\m Gmtgbrvet al. (see
Figures 6-12) and described in associated text: Broter éﬂdﬁuﬁ*@‘éﬁﬂ :

P ﬁ_‘_.,:,\ et A A I R 2@3&,&%}; s -%"Ly

721 patent 8:33-40.

18(D)

In this example, appliance 600 may include one or more processors
4126 providing or supporting one or more "pmm peessit
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al rdware As descnbed above in deta11 protectechrocessm
envuonment 650 provides a SeCtre Ir il E’EG;m et
TN oD S RS SR

302 “In this particular example, secure containers 302 may not be
opened except within a protected processing environment 650.
Protected processing environment 650 is provided with the
cryptographic and other information it needs to open and manipulate
secure containers 302, and is tamper resistant so that an attacker
cannot easily obtain and use this necessary information.

‘683 patent 29:51-30:3.

18(E)

Figure 10 is a block diagram of one example of a software
structure/architecture for Rights Operating System ("ROS*) 602
provided by the preferred embodiment. In this example, ROS 602
includes an operating system ("OS*) "core® 679, a user Application
Program Interface ("API*) 682, a “redirector 684, an “intercept*
692, a User Notiﬁcation/Exception Interface 686, and a file system

perform secure brocessﬁig ba;ed on one or more VDE component
assemblies 690, and they may each offer secure processing services
to OS kernel 680.
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500 provides the hardware tamper-resistant barrier 503 surrounding
SPE 503. SPE 503 provided by the preferred embodiment is
preferably:

small and compact

loadable into resource constrained environments such as for
example minimally configured SPUs 500

dynamically updatable

extensible by authorized users

integratable into object or procedural environments

secure.

:
ESEL
AR |"AV\

invention is full-featured and fully compatlble with SPE 503—that
is, HPE 655 can handle each and every service call SPE 503 can
handle such that the SPE and the HPE are “plug compatible” from
an outside interface standpoint (with the exception that the HPE
may not provide as much security as the SPE).

%o}ngmnple, 1tmay be >de51rable to prov1de non-secure versions of
HPE 655 to allow electronic appliance 600 to efficiently run non-

sensitive VDE tasks usmg the full Tesources of a fast general

193 patent 79:24-80:21.

18(F)
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‘-"%’:’é“"’fe&‘é’a‘g’* “ﬁ"‘*‘w%"“ﬁ

%

}m.r V;""S‘ s

mg,Env

18(G)

Inisome‘embod; s and where commercially acceptable certain
VDE part1c1pants, such as clearinghouses that normally maintain
sufficiently physically secure non-VDE processing environments,
may be allowed to employ HPEs rather VDE hardware elements and
interoperate, for example, with VDE end-users and content
providers.

193 patent 13:17-23.

18(H)

An end user may make use of credit and/or currency securely stored
within the end user's VDE installation secure subsystem to pay for
charges related to use of VDE content received from the repository,
and/or the user may maintain a secure credit and/or currency
account remotely at the repository, including a "virtual” repository
where payment is made for the receipt of such content by an end
user. This later approach may provide greater assurance for
payment to the re ository 2 and/or content =7prov1ders Particalatiy it
S e

el b et

193 patent 291:39-49.

18(I)

workstatlons, an HPE 655 can be defined using software only. An
SPE(s) 503 and/or HPE(s) 655 could also be provided within a VDE
server. This arrangement has the advantage of allowing distributed
VDE network processing without requiring workstations to be
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customized or modified (except for loading a new program(s) into
them). VDE functions requiring high levels of security may be -
restricted to an SPU-based VDE server. “Secure” HPE-based
workstations could perform VDE functions requiring less security,
and could also coordinate their activities with the VDE server.

“193 patent 226:43-57.

18(J)

Large Organization Example

In a somewhat more general example, suppose an organization (e.g.,
a corporation or government department) with thousands of
employees and numerous offices disposed throughout a large
geographic area wishes to exercise control over distribution of
information which belongs to said organization (or association).

‘193 patent 277:26-32.

18(K)

User Environment

In an organization (or association) such as that described above,
users may utilize a variety of electronic appliances 600 for

processing and managing documents. This may include personal -
computers, both networked and otherw1se, powerful s_mu; ler
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requirements, they may be compatible and may operate on the same
types (or subsets of types) of documents.

‘193 patent 278:45-65.

18(L)

This manufacturing process may include, g, testing the
bootstrap loader and challenge-response software permanently
stored within PPE 650, and :

‘193 patent 223:36-39.

18(M)

‘193 patent at 49:59-62.

18(N)

‘193 patent at 221:2-6.

18(0)

succeed in such a "brute force attack* substantially exceeds any
value to be derived. In addition, the security provided by VDE 100
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pounded:s TR St
‘193 patent at 199:38-46.
18(P)
VDE supports fisted (suftieiently.secure) electronic information

distribution and usage control models for both commercial
electronic content distribution and data security applications.

193 patent at 16:25-28.

18(Q)
1. A security method comprising:

(a) digitally signing a first load module with a first digital signature
designating the first load module for use by a first device class;

(b) digitally signing a second load module with a second digital
signature different from the first digital signature, the second digital
signature designating the second load module for use by a second
device class having at least one of tamper resistance and security
level different from the at least one of tamper resistance and security
level of the first device class;

(c) distributing the first load module for use by at least one device in
the first device class; and

(d) distributing the second load module for use by at least one
device in the second device class.

721 patent at 21:9-24.

18(R)

34. A protected processing environment comprising:
a first tamper resistant barrier having a first security level,

a first secure execution space, and
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at least one arrangement within the first tamper resistant barrier that
prevents the first secure execution space from executing the same
executable accessed by a second secure execution space having a
second tamper resistant barrier with a second security level different
from the first security level.

721 patent at 24:48-56.

18(S)

%DE features] su
m.n?f!.,, Ime equirea to o

using a collection of techmques that minimizes the damage resulting
from comprising some aspect of the security features of the present
inventions.

193 patent at 35:59-63.

18(T)

Fingerprinting electronic content before it is éncrypted for transfer
to a customer or other user provides information that can be very
useful for 1dent1fymg who recelved certam content which may ll%ve

‘193 patent at 38:4-12.

18(U)

193 patent at 222:49-53.
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18(V)

d thm.
encryptlon/ ecryptlon algorithms

:m&ﬁﬂ&éﬁ&gtedr ’m&ﬁ%c ‘J‘ §§

commumcatlons systems integration software, and distributed
software control information and support structures, to achieve the
electronic contract/rights protection environment of the present
invention.

193 patent at 13:7-14.

File Histories

18(X)

. .. the Examiner objects to the use of “environment” as indefinite
and unclear. This word, however, is not used in isolation, but rather
in the context of several longer phrases, all of which are defined in
the specification. The phrase “protected processing environment,”
for example, is . . . described on at least, for example, pages 7-8 and
25 of the specification. . . . These terms are also described in the
commonly assigned copending application . . . filed 13 February
1995. : ‘

*721 Patent File History, 4/13/99 Amendment, p. 13.
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Citations from Sources Designated by Microsoft under PLR 4-2(b

18(Y)

Furthermore, there is never an absolute sense in which a system is
secure or reliable.

Neumann, Computer Related Risks (ACM Press, 1995), p. 2.

18(Z)

from (1) phys1ca1 damage or destructlon (2) human erTors and
omissions, and (3) theft or unauthorized disclosure. That purpose is
best fulfilled by effective loss-prevention efforts. Loss-prevention
efforts involve the identification and assessment of risks to capital,
human, informational, and technological assets, and the
development of suitable and cost-feasible countermeasures.

Hutt et al., Computer Security Handbook, 2d ed. (Macmillan, 1988), p. 75.

always penetrate soﬁware safeguards written by another
programmer. Of course, the same can be said for attorneys; an
unprincipled lawyer can usually get around protections in a
contract written by an-other lawyer. Yet contracts continue to be
written, and, for the most part, they are effective. Computer
software secun routmes can also be effectlve most ofthe time. A

worthwhlle The basic con51derat10n is one of degree—how
important are specific elements of data and software, and how
important is their security. Some data require very little security.
For example, a software library containing programs that are
similar to those found in many other computer installations does
not require elaborate security protection against theft. On the other
hand, proprietary programs and sensitive data require extensive
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security. A data base containing payroll information requires
stringent security procedures to maintain its confidentiality.

Hutt et al., Computer Security Handbook, 2d ed. (Macmillan, 1988), p. 201.

18(BB)

Hutt et al., Computer Security Handbook, 2d ed. (Macmillan, 1988), p. 218.

18(CC)

effectlve systems applynsecunty protectlontechmques in layers.
Each layer of protection diminishes the chances of someone
breaking through the barriers.

Hutt et al., Computer Security Handbook, 2d ed. (Macmillan, 1988), pp.
293.

18(DD)

Risk analys1s is not mtended to come up w1th a lan for absolute

secunty commensurate with the information to be protected and
with the amount of resources to be expended.

Hoffman, Modern Methods for Computer Security and Privacy (Prentlce-
Hall, 1977), p. 170.

18(EE)

are especlally vulnerable because 'software is complex and we don’t
always know if there are flaws present that make the task of
breaking in easier. Even systems that are certified according to the
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Department of Defense’s so-called Orange Book are vulnerable,
especially if they are not administered correctly. - Just as six-foot-
thick vaults doors don’t work if they’re not administered properly.

Garfinkel et al., Practical Unix Security (O’ Rellly & Associates, 1991), pp.
13.

18(FF)

SRG
ite; :ept, and gains in security

Landwehr, Formal Models for Computer Security, ACM Computer Surveys
(Sept. 3, 1981), p. 253.
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19.

secure, securely

'193.1,193.11,

193.15, 861.58,
891.1, 683.2,
721.34,912.8,
912.35

Patent Specifications

19(A)

VDE normally I loysanmte . CIyp) ? and ot e
SECHRIY e ChNOIoEIES (e 8 denery phon., ﬁlgiw;,zmgn“a?ur Seele.), wi

other technologles

193 patent 8:1-3.

19(B)

Since VDE also employs e secléis?,;;g‘3 S encrypted and: .
communications when passing information between the parhcrpant
locatlon (nodes) secure subsystems of a VDE arrangement;

19(C)

VDE control process executlon and related data storage activities.

193 patent 21:26-29.

19(D)

Because of the‘ VDE ..eP

the records contained wuhm a VDE card arrangement may be
accepted as valid transaction records for government and/or
corporate recordkeeping requirements.

193 patent 41:37-42.
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19(E)

SPU 500 is enclosed within and protected by a “tamper resistant
security barrier” 502. Security barrier 502 separates the secure
environment 503 from the rest of the world. It prevents information
and processes within the secure environment 503 from being
observed, interfered with and leaving except under appropriate
secure conditions. Barrier 502 also controls external access to
secure resources, processes and information within SPU 500. In one
exam le tamper re51stant securi bamer 502 is formed b &?eémﬁ h

‘193 patent 59:48-59.

19(F)

apphance61 |

‘193 patent 126:6-8.

19(G)

istant) executable code.

‘193 patent 126:30-31.

19(H)

'may contam a VDE
electronic appliance 600 or communicate with a retailer's or third
party provider's VDE electronic appliance 600.

‘193 patent 233:25-30.
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15(D)

Informatlon could then_,be automatically “parsed” and routed into
seeurelyim et (lorexampledencrypted) appropriate database
_ management records within portable appliance 2600.

193 patent 233:51-54.

*193 patent at 221:2-6.

19(L)

VDE 100 rovxded 1 by the referred embodiment has it

s TR R

Yot oavnu A ira A7y

succeed in such a “brute  force attack” substantially exceeds any
value to be derived. In addition, the security provided by VDE 100
compartme_ntahzes the internal workings of VDE so that ¢ a

ARSI i“E’e"-’“” S
omiseonly:a

193 patent at 199:38-46.

19(M)

SCG!I_I’C electronic information

VDE supports tristes
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distribution and usage control models for both commercial
electronic content distribution and data security applications.

“193 patent at 16:25-28.

19(N)

Because security may be better/more effectively enforced with the
assistance of hardware security features such as those provided by
SPU 500 (and because of other factors such as increased
performance > provided by WE

533, '.r%%m

‘193 patent at 80:65-81:8.

19(0)

1. A security method comprising:

(a) digitally signing a first load module with a first digital signature
designating the first load module for use by a first device class;

- (b) digitally signing a second load module with a second digital

signature different from the first digital signature, the second digital
signature designating the second load module for use by a second
device class having at least one of tamper resistance and security
level different from the at least one of tamper resistance and security
level of the first device class;

(c) distributing the first load module for use by at least one device in
the first device class; and

(d) distributing the second load module for use by at least one
device in the second device class.

‘721 patent at 21:9-24.
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19(P)

-34. A protected processing environment comprising:

a first tamper resistant barrier having a first security level,

a first secure execution space, and

at least one arrangement within the first tamper resistant barrier that
prevents the first secure execution space from executing the same
executable accessed by a second secure execution space having a
second tamper resistant barrier with a second security level different

from the first security level.

‘721 patent at 24:48-56.

19(Q)

from comprising some aspect of the security features of the present
inventions.

193 patent at 35:59-63.

19(R)

Fingerprinting electronic content before it is encrypted for transfer
to a customer or other user provides information that can be very
useful for identifying who received certain content which may have
then been drsmbuife_ld or made 'avaxlable in unencr Pted form hff S

‘193 patent at 38:4-12.

19(S)

EnCIyDIea MALh the Keyas 'untll the key"‘ages and
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B RETR

e5S:0 ~'£t%§§f§;’mf ISt becomen
ey L
, ea_eja,aﬁ‘ecesfgpqu,ane o

19(T)

be updated w1th an mmahzatlon to use ‘new code,
ORI form
‘encgy tlon/dec / tlon algonthms ThISS
eeA0DAnAt existeq s

193 patent at 223:4-10.

Extrinsic Sources

19(U)

security The protection of valuable assets stored on computer
systems or transmitted via computer networks. Computer security
involves the following conceptually differentiated areas:

e Authentication (ensuring that users are mdeed the persons
they claim to be).

e Access control (ensuring that users access only those
resources and services that they are entitled to access).

e Confidentiality (ensuring that transmitted or stored data is

~ not examined by unauthorized persons).

o Integrity (ensuring that transmitted or stored data is not
altered by unauthorized persons in a way that is not
detectable by authorized users).

¢ Nonrepudiation (ensuring that qualified users are not
denied access to services that they legitimately expect to
receive, and that originators of messages cannot deny that
they in fact sent a given message).

Webster’s New World Dictionary of Computer Terms, 6th ed. (1997), p.
463.
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19(V)

In common technical usage, however, computer security and
communication security generally refer to protection against human
misuse, and exclude the protection against malfunctions.

Neumann, Computer Related Risks (ACM Press, 1995), p. 96.

19(W)

There is a fifth important attribute of dependability—the security
attribute—that cannot be measured easily: the ability of a system to
prevent unauthorized access or handling of information.

Mullender, Distributed Systems, 2nd ed. (Addison-Wesley, 1993), p. 420.

19(X)

Furthermore, there is never an absolute sense in which a system is
secure or reliable.

Neumann, Computer Related Risks (ACM Press, 1995), p. 2.

19(Y)

from (1) physrcal damage or destructlon (2) human errors and
omissions, and (3) theft or unauthorized disclosure. That purpose is.
best fulfilled by effective loss-prevention efforts. Loss-prevention
efforts involve the identification and assessment of risks to capital,
human, informational, and technological assets, and the
development of suitable and cost-feasible countermeasures.

Hutt et al., Computer Security Handbook, 2d ed. (Macmillan, 1988), p. 75.

19(Z)

foie SR R
A highly skllled programmer can almost
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always penetrate software safeguards written by another
programmer. Of course, the same can be said for attorneys; an
unprincipled lawyer can usually get around protections in a
contract written by an-other lawyer. Yet contracts continue to be
written, and, for the most part, they are effective. Computer

_ software security routmes can also be effeénge mst f the t1me A

p;%gil‘%@“zgel,ﬁp, < Stolcction ab anvcceptableicos
- worthwhile. The basxc con51deratlon is one of degree—how
important are specific elements of data and software, and how
important is their security. Some data require very little security.
For example, a software library containing programs that are
similar to those found in many other computer installations does
not require elaborate security protection against theft. On the other
hand, proprietary programs and sensitive data require extensive
security. A data base containing payroll information requires
stringent security procedures to maintain its confidentiality.

Hutt et al., Computer Security Handbook, 2d ed. (Macmillan, 1988), p- 201.

19(AA)
Regardless of w wh1ch form of data storage is being considered

0 S
Process

Each layer of protection diminishes the chances of someone
breaking through the barriers.

Hutt et al., Computer Security Handbook, 2d ed. (Macmillan, 1988), pp.
293.

19(CC)

up with a plan for absolute

w»:«%%\ 2 L L
i a RV

Risk analysis is not inte ded to co
security. Indeed, absolute
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ut% stems Rather, risk analysis produces a degree of
secunty commensurate with the information to be protected and
with the amount of resources to be expended.

Hoffman, Modern Methods for Computer Security and Privacy (Prentice-
Hall, 1977), p. 170.

are espec1ally vulnerable because soﬁware is complex and we don’t
always know if there are flaws present that make the task of
breaking in easier. Even systems that are certified according to the
Department of Defense’s so-called Orange Book are vulnerable,
especially if they are not administered correctly. Just as six-foot-
thick vaults doors don’t work if they’re not administered properly.

Garfinkel et al., Practical Unix Security (O’Reilly & Associates, 1991), pp.
13.

often comewonly w1th penaltles in perfonnance

Landwehr, Formal Models for Computer Security, ACM Computer Surveys
(Sept. 3, 1981), p. 253. ’
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20.

secure container

912.35, 861.58,
683.2

Patent Specifications

20(A)

‘193 patent 127:30-49.

20(B)

;wm e:secured. These contamers may contam electromc content
products or other electronic information and some or all of their
associated permissions (control) information. These container
objects may be distributed along pathways involving content
providers and/or content users. They may be securely moved
among nodes of a Virtual Distribution Environment (VDE)
arrangement, which nodes operate VDE foundation software and
execute control methods to enact electronic information usage
control and/or administration models. The containers delivered
through use of the preferred embodiment of the present invention

(mformatlon) and/or 10;
Contenttbathasbe

‘193 patent 13:54-14:4.
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20(C)

Figure 88 illustrates secure electromc contamer 302 as attache

so that only 1ntended rec1p1ent 4056 can open the container and
access the electronic document (or other item) 4054 it contains.

‘683 patent 15:61-16:4.

20(D)

P

The Flgure 5A example shows 1tem€s’ “w1thm and enclosed by

193 patent 58:48-58.

20(E)

The term “container” is often (e.g., Bento/OpenDoc and OLE) used
to describe a collection of information stored on a computer
system's secondary storage system(s) or accessible to a computer
system over a commumcatlons network on a “server' S secondary

bttt ot Bt 2t
storage system. : ‘.‘ SRTAINCE. 302 Provids sthe preferred
R Lo O T R AU E , S e SR
bdx,u1~ ite '
X % Nt 4
- e em_e*% i
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AT 0
S lbr@gac .‘aﬂ "‘ﬁ n

partncula.r penod of tlme (or periods of time), rather than all at once.
This concept includes the notion of a “virtual container” where
important container elements may exist either as a plurality of
locations and/or over a sequence of time periods (which may or may
not overlap). Of course, VDE 100 containers can also be stored

193 patent 127:35-62.

'20(1?)

‘683 patent 53:3-5.

20(G) .

In more detaﬂ the._loglcal object structure 800 provided by the

;. embad s
802 that 1dent1ﬁes the object and may also identify one or more

owners of nghts in the obgect and/or one or more distributors of the
S o) e

E

~ w1th’a service cleannghouse VDE adrmmstrator, or an

N

SPU 500 Alternatively, information identifying...

‘193 patent 128:11-21.

85




% 4

Claim Term /
Phrase

InterTrust Evidence

20(H)

Third party go—between can authentlcate an item by, for example,

-fﬁ one or more containers

‘683 patent 9:59-61.

Extrinsic Sources

20(T)

contame i 1. In OLE terminology, A file contatmng ;
ddedobjects. See also OLE. 2. In SGML anelement that has

content as opposed to one consisting solely of the tag name and
attributes.

Microsoft Computer Dictionary, 3d, ed. (Microsoft Press, 1997), p. 115.

20(J)

In a preferred embodiment of the present invention, an application
program that creates a compound document controls the
manipulation of linked or embedded data generated by another
application. In object-oriented parlance, this data is referred to as an
object. (The reference Budd, T., "An Introduction to Object-
Oriented Programming," Addison-Wesley Publishing Co., Inc.,
1991 provxdes anmtrouctxon to object-onented conce tsand

%9 M,mp,smqmﬁg- i sl

objects contained within a compound document are referred to as

"contained" or "containee" objects. Referring to FIGS. 1 and 2, the
scheduling data 102 and budgeting data 103 are containee objects

and the compound document 101 is a container object.

USP 5,634,019 at 7:34-49.
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21. | tamper Patent Specifications
resistance
21(A)
721.1

togr _phlc keys%wgun a

.‘, c:g;‘.. ,— ’&ﬂ.

“721 patent at 4:40-42.

21(B)

SPU 500 is enclosed within and protected by a “tamper resistant
security barrier” 502. Security barrier 502 separates the secure
environment 503 from the rest of the world. . It prevents information
and processes within the secure environment 503 from being
observed, interfered with and leaving except under appropriate
secure conditions. Barrier 502 also controls external accessto -

bet

Riganc

When tampermg is detectuéd. u

193 patent at 59:48-59.

Extrinsic Sources
21(C)

To evaluate the results of physically protecting portions of the
system, the concegi of a tamp 15@%1;'5 %;ode (TRM) is

a.wuczﬁw {45 e et ok £ ot l-am?‘.-w

introduced. & QT %§§§9B e Wi

Trom diseio; s,u.rmn@ad fected me

As long as the TRM is mtact

%"ﬁ W%.:‘?%ﬁ%ﬁ%i ,ﬁ”é ‘v ‘ ) . T 51 >

z da 9;.%The 1mp1ementat10n of

software being protected and the perceived sophistication of
potential attackers.

Kent, Protecting Externally Supplied Software in Small Computers,
Doctoral Thesis (Sept. 22, 1980), p. PA00000363.
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21(D)

ee 1‘s. S TNATEWRIGRAS: i
%o, It can be trusted/ w1th1n ertain
bounds/ to operate as 1ntended even in the presence of a malicious
attack. Our approach has been to classify attacks into three
categories and then to develop a series of software design principles
that allow a scaled response to those threats.

.uman

Aucsmith, Tamper Resistant Software: An Implementation (1996), p
PA00002323.

21(E)

Moreover tamper-re51stance enables a vendor to enforce hlS own
conditions upon users.

Mambo et al., A Tentative Approach to Constructing Tamper-Resistant
Software, School of Information Science, Japan Advanced Institute of
Science and Technology, 1-1 Asahidai Tatsunokuchi Nomi, Ishikawa
(1997), p. PA00005363.
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22,

tamper resistant
barrier

721.34

Patent Specifications
22(A)

SPU 500 is enclosed within and protected by a “tamper resistant
security barrier” 502. Security barrier 502 separates the secure
environment 503 from the rest of the world. It prevents information
and processes within the secure environment 503 from being
observed, interfered with and leaving except under appropriate .
secure conditions. Barrier 502 also controls external access to

_ secure resources, processes and information within SPU 500. In one
example, tamper resistant security barrier 502 is formed by security
features such as “encryption,” and hardware that detects tampering
and/or destroys sensitive information within secure environment 503
when tampering is detected.

193 patent 59:48-59.

22(B)

HPEs 655 > may (as ( shown in Figure 10) be prov1ded with a Software:

Baseniamper tesistantibarret 674 that makes them more secure.
Such a soﬁware-based tamper resistant barrier 674 may be created
by software executing on general-purpose CPU 654. Such a
“secure” HPE 655 can be used by ROS 602 to execute processes
that, while still needing security, may not require the degree of
security provided by SPU 500. This can be especially beneficial in
architectures providing both an SPE 503 and an HPE 655. The SPU
502 may be used to perform all truly secure processing, whereas one
or more HPEs 655 may be used to provide additional secure (albeit
possibly less secure than the SPE) processing using host processor
or other general purpose resources that may be available within an
electronic appliance 600. Any service may be provided by such a
secure HPE 655. In the preferred embodiment, certain aspects of
“channel processing” appears to be a candidate that could be readily
exported from SPE 503 to HPE 655.

The software-based tamper resistant barrier 674 provided by HPE
655 may be provided, for example, by: introducing time checks
and/or code modifications to complicate the process of stepping
through code comprising a portion of kernel 688a and/or a portion
of component assemblies 690 using a debugger; using a map of
defects on a storage device (e.g., a hard disk, memory card, etc.) to
form internal test values to impede moving and/or copying HPE 655
to other electronic appliances 600; using kernel code that contains
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false branches and other complications in flow of control to disguise
internal processes to some degree from disassembly or other efforts
to discover details of processes; using “self-generating” code (based
on the output of a co-sine transform, for example) such that detailed
and/or complete instruction sequences are not stored explicitly on
storage devices and/or in active memory but rather are generated as
needed; using code that “shuffles” memory locations used for data
values based on operational parameters to complicate efforts to
manipulate such values; using any software and/or hardware
memory management resources of electronic appliance 600 to
protect” the °, eratlon of HPE655 from other processes, functlons

193 patent 80:22-65.

22(C)

Protected execution spaces such as protected processing
environments can be programmed or otherwise conditioned to
accept only those load modules or other executables bearing a

d1g1ta1 51gnat11re/cert1ﬁcate of an accredlted or artlcular) venfymg

721 patent 5:1-6.
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23.

use

912.8, 912.35,

861.58,193.19,

891.1, 683.2,
721.1

Extrinsic Sources

23(A)

use v. used. us-mg, us-es. fr. 1. Z8lp wﬂﬁd@gwaaw% Iatora

conduct oneself toward treat or handle "the peace offering of a
man who once used you unkindly” (Laurence Sterne). 4. To seek or
achieve an end by means of; exploit: used their highly placed
friends to gain access to the president; felt he was being used by
seekers of favor. 5. To take or consume; partake of: She rarely used
alcohol. —intr. (yoos, yoost). Used in the past tense followed by fo
in order to indicate a former state, habitual practice, or custom: Mail
service used to be faster. use (yoos). n. 1. a. The act of using; the
application or employment of something for a purpose: with the use
of a calculator; skilled in the use of the bow and arrow. b. The
condition or fact of being used: a chair in regular use. 2. The
manner of using; usage: learned the proper use of power tools. 3. a.
The permission, privilege, or benefit of using something: gave us
the use of their summerhouse. b. The power or ability to use
something: lost the use of one arm. 4. The need or occasion to use or
employ: have no use for these old clothes. 5. The quality of being -
suitable or adaptable to an end; usefulness: tried fo be of use in the
kitchen. 6. A purpose for which something is used: a fool with
several uses; a pretty bowl, but of what use is it? 7. Gain or
advantage; good: There's no use in discussing it. What's the use? 8.
Accustomed or usual procedure or practice. 9. Law. a. Enjoyment
of property, as by occupying or exercising it. b. The benefit or
profit of lands and tenements of which the legal title and possession
are vested in another. c. The arrangement establishing the equitable
right to such benefits and profits. 10. A liturgical form practicedina |
particular church, ecclesiastical district, or community. 11. '
Obsolete. Usual occurrence or experience. --phrasal verb. use up.
To consume completely: used up all our money. [Middle English .
usen, from Old French user, from Vulgar Latin *usare,
frequentative of Latin uti.]

SYNONYM: use, employ, utilize. These verbs mean to-avail oneself
of someone or something in order to make him, her, or it useful,
functional, or beneficial. To use is to put into service or apply for a
purpose: uses a hearing aid; used the press secretary as
spokesperson for the administration; using a stick to stir the paint.
Employ is often interchangeable with use: She employed her
education to maximum advantage. Unlike use, however, the term
can denote engaging or maintaining the services of another or
putting another to work: "When men are employed, they are best
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contented” (Benjamin Franklin). Utilize is especially appropriate in
the narrower sense of making something profitable or of finding
new and practical uses for it: In the 19th century waterpower was
widely utilized to generate electricity. See also Synonyms at habit.

American Heritage Dictionaxy, 3d ed. (Houghton Mifflin, 1992), p. 1966.
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24, | virtual Patent Specifications
distribution
environment 24(A)
.:;”'« «mwmrmw‘%wm
900.155 ediclectronicrransac

*193 patent at 9:36-39; ‘900 patent at 9:33-36.

24(B)

Electronic appliances such as computers employed in accordance
with the present invention help to ensure that information is
accessed and used only in authorized ways, and maintain the
1:1'13%%2% (wgveiilal)_ill /s and/or conﬁdentlahty of the mformatlon

R T ey o

‘900 patent at Abstract.

24(C)

Figure 1 shows a “Virtual Distribution Environment” (“VDE”) 100
that may be provided in accordance with this invention. In Figure 1,
an information utility 200 connects to communications means 202
such as telephone or cable TV lines for example. Telephone or
cable TV lines 202 may be part of an “electronic highway” that
carries electronic information from place to place. Lines 202
connect information utility 200 to other people such as for example
a consumer 208, an office 210, a video production studio 204, and a
publishing house 214. Each of the people connected to information
utility 200 may be called a “VDE participant” because they can
participate in transactions occurring within the virtual distribution
environment 100.

Almost any sort of transaction you can think of .can be supported by
virtual distribution environment 100. A few of many examples of
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transactions that can be supported by virtual distribution
environment 100 include:

home banking and electronic payments;
electronic legal contracts;

distribution of “content” such as electronic prmted matter, v1deo, '
audio, images and computer programs; and

secure communication of private information such as medical
records and financial information.

L _' 5 & I& 5 24
For example in the past, mformanon was dlstrlbuted on records or
disks that were difficult to copy. In the past, private or secret
content was distributed in sealed envelopes or locked briefcases
delivered by courier. To ensure appropriate compensation,
consumers received goods and services only after they handed cash
over to a seller. Although information utility 200 may deliver
information by transferring physical “things” such as electronic
storage media, the virtual distribution environment 100 facilitates a

- completely electronic “chain of handling and control.”

‘193 patent at 52:66-53:37; ‘900 patent 53:39-54:10.

24(D)

Because security may be better/more effectively enforced with the
assistance of hardware security features such as those provided by
SPU 500 (and because of other factors such as increased-
perfomggce ”prgwded by special yumose cn_;cmtry w1thm_ SPU 35,5(');0),
Srlen ey

:{,z
at

193 patent 80:65-67-81:8.
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24(E)

An end user may make use of credit and/or currency securely stored
within the end user's VDE installation secure subsystem to pay for
charges related to use of VDE content received from the repository,
and/or the user may maintain a secure credit and/or currency
account remotely at the repository, including a "virtual" repository
where payment is made for the receipt of such content by an end
user. This later approach may provide greater assurance for A
paynt te repository cotent p rvers articulatly:ifthe

SRk > 3 FL
7 ‘ i l_ ‘Hhﬁn ‘?:gaq._ Er=iPrnd; 5 v A

“193 patent at 291:39-49; ‘900 patent 316:35-45.

24(F)

Large Organization Example

In a somewhat more general example, suppose an organization (e.g.,
a corporation or government department) with thousands of
employees and numerous offices disposed throughout a large
geographic area wishes to exercise control over distribution of
information which belongs to said organization (or association).

‘193 patent at 277:26-32; 900 patent 302:17-24.

24(G)

User Environment

In an organization (or association) such as that described above,
users may utilize a variety of electronic appliances 600 for
processing and managing documents. This may include personal
computers, both networked and otherwise, powerful single-user
workstations, and servers or mainframe computers. To provide
support for the control information described in this example, each
electronic appliance that participates in use and management of
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PPE 650areused w1th1n an orgamzatlon to serve different
requirements, they may be compatible and may operate on the same
types (or subsets of types) of documents.

“193 patent at 278:45-65; ‘900 patent 303:40-61.

24(H) -

Such a soﬁware-based tamper resistant barrier 674 may be created
by software executing on general-purpose CPU 654. Sucha
“secure” HPE 655 can be used by ROS 602 to execute processes
that, while still needing security, may not require the degree of
security provided by SPU 500. This can be especially beneficial in
architectures providing both an SPE 503 and an HPE 655. The SPU
502 may be used to perform all truly secure processing, whereas one
or more HPEs 655 may be used to provide additional secure (albeit
possibly less secure than the SPE) processing using host processor
or other general purpose resources that may be available within an
electronic appliance 600. Any service may be provided by such a
secure HPE 655. In the preferred embodiment, certain aspects of
“channel processing” appears to be a candidate that could be readily
exported from SPE 503 to HPE 655. :

The software-based tamper resistant barrier 674 provided by HPE .
655 may be provided, for example, by: introducing time checks
and/or code modifications to complicate the process of stepping
through code comprising a portion of kernel 688a and/or a portion
of component assemblies 690 using a debugger; using a map of
defects on a storage device (e.g., a hard disk, memory card, etc.) to
form internal test values to impede moving and/or copying HPE 655
to other electronic appliances 600; using kernel code that contains
false branches and other complications in flow of control to disguise
internal processes to some degree from disassembly or other efforts
to discover details of processes; using “self-generating” code (based
on the output of a co-sine transform, for example) such that detailed
and/or complete instruction sequences are not stored explicitly on
storage devices and/or in active memory but rather are generated as
needed; using code that “shuffles” memory locations used for data
values based on operational parameters to complicate efforts to
manipulate such values; using any software and/or hardware
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memory management resources of electronic applianée 600 to

193 patent 80:22-65.

24(1)

193 patent at 9:11-13; ‘900 patent 9:8-10.

24(J)

10. A method as in claim 1 in which said steps of receiving,
providing, performing and producing occur within a Virtual
Distribution Environment.

11LA system as in claim 2 in which said first location and said

second location are contained within a Virtual Distribution

- Environment.

12. A systém as in claim 3 in which said first location and said

“second location are contained within a Virtual Distribution
' Environment.

13. A system as in claim 6 in which said protected proceSsing
environment is contained within a Virtual Distribution Environment.

14. A method as in claim 9 in which said first location é.nd said
second location are contained within a Virtual Distribution -
Environment.

USP 5,949,876 at 320:14-28.

97




Claim Term /
Phrase -

InterTrust Evidence

24(K)

;I;';

%

24(L)

*193 patent at 221:2-6.

24(M)

provided by the preferred embodiment has
At 9 u?ﬁi%gg A 8, ‘n

I SN

VDE 100

succeed such “bruteforce attack” substantially exceeds any
value to be denved In addmon the secunty provided by VDE 100

24(N)

VDE supports fusted;
distribution and usage control models for both commercial
electronic content distribution and data security applications.

193 patent at 16:25-28.

24(0)

Employing VDEERS 8%
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smgle transaction management control arrangement on each of their
computers, networks, communication nodes, and/or other electronic
appliances. Such a general purpose system can serve the needs of
many electronic transaction management applications without
requiring distinct, different installations for different purposes. Asa
result, users of VDE can avoid the confusion and expense and other
inefficiencies of different, limited purpose transaction control

applications for each different content and/or business model.

‘193 patent at 11:38-49; ‘900 patent at 11:36-47.

24(P)

e : : , . This mcludes
usmg a collection of techmques that minimizes the damage resulting
from comprising some aspect of the security features of the present
inventions.

193 patent at 35:59-63

24(Q)

Fingerprinting electronic content before it is encrypted for transfer
~ to a customer or other user provides information that can be very
useful for identifying who received certain content which may have

‘193 patent at 38:4-12

24(R)

“ag

E

es and

‘193 patent at 222:49-53.
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| 24(S)

“193 patent at 223:4-10.

Citations from Sources Designated by Microsoft under PLR 4-2(b)
24(T)

F urthermore % e

24(U)

from (1) physwal damage or destructlon, (2) human errors and
omissions, and (3) theft or unauthorized disclosure. That purpose is
best fulfilled by effective loss-prevention efforts. Loss-prevention
efforts involve the identification and assessment of risks to capital,
human, informational, and technological assets, and the
development of suitable and cost-feasible countermeasures.

Hutt et al., Computer Security Handbook, 2d ed. (Macmillan, 1988), p. 75.

always penetrate software safeguards written by another
programmer. Of course, the same can be said for attorneys; an
unprincipled lawyer can usually get around protections in a
contract written by an-other lawyer. Yet contracts continue to be
written, and, for the most part, they are effective. Computer
software security routines can also be effective most of the time. f@_
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worthwhlle The basnc con51derat10n is one of degree——how
important are specific elements of data and software, and how
important is their security. Some data require very little security.
For example, a software library containing programs that are
similar to those found in many other computer installations does
not require elaborate security protection against theft. On the other
hand, proprietary programs and sensitive data require extensive
security. A data base containing payroll information requires
stringent security procedures to maintain its confidentiality.

Hutt et al., Computer Security Handbook, 2d ed. (Macmillan, 1988), p. 201.

24(W)

24(X)

effectlve systems apply secunty protetlon techmques in layers.
Each layer of protection diminishes the chances of someone
breaking through the barriers.

Hutt et al., Computer Security Handbook, 2d ed. (Macmillan, 1988), pp.
293.

24(Y)

Risk analys1s is not mtended to come up w1tha _ lan for absolute

S 7""

with the amount of resources to be expended

Hoffman, Modern Methods for Computer Security and Privacy (Prentice-
Hall, 1977), p. 170.

101




° 8

Claim Term /
Phrase

InterTrust Evidence

24(2)

: . MONE / Computers
are especmlly vulnerable because sofcware is complex and we don’t
always know if there are flaws present that make the task of
breaking in easier. Even systems that are certified according to the
Department of Defense’s so-called Orange Book are vulnerable,
especially if they are not administered correctly. Just as six-foot-
thick vaults doors don’t work if they’re not administered properly.

Garfinkel et al., Practical Unix Security (O’Reilly & Associates, 1991), pp.
13.

e aRaT Absalite concept, and gains in security
oﬂen come only w1th penaltles in performance

Landwehr, Formal Models for Computer Security, ACM Computer Surveys
(Sept. 3, 1981), p. 253.

File Histories

24(BB)

1. Restriction to i
35US.C. §121:

Hollowing inventions is required under

.sx.e 17 e_

ithe:
Group 1. . . drawn to a secure component-based operating process,
classified in Classs 380, subclass 25.

Group I1. . . . drawn to method(s) for managing a resource or
operating, classified in Class 380, subclass 4.

Group III. . . . drawn to a secure method, classified in Class 380,
subclass 3.

Group IV. . . . drawn to [a] method of negotiating electronic
contracts, classified in Class 364, subclass 401.

Group V. . .. drawn to methods of auditing a resource, classified in
Class 364, subclass 406.
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2. Inventions of Groups I-V are related as subcombinations
disclosed as usable together in a single combination. The
subcombinations are dlstmct from each other if the are shown to be

dlfferent clasmﬁcatlon, restnctlo for exammatmn purposes as
indicated is proper.

IECOZN e
purposes as mdlcated is proper.

193 File History, 9/25/96 Office Action, pp- 2-3 (a complete copy of this
document is attached to the Declaration of Douglas K. Derwin In Support
of InterTrust’s Claim Construction Position).
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25.

193.1: “a budget
specifying the
number of copies
which can be

made of said
digital file”

Patent Specifications

25(A)

Traveling objects can also be used to facilitate “moving” an object
from one electronic appliance 600 to another. A user could move a
traveling object, with its incorporated one or more permission.
records 808 from a desktop computer, for example, to his notebook
computer. A traveling object might register its user w1thm 1tself and
thereafter onl be useable by that ¢ one user. Ay ’?@ RebBjECt miph

“193 patent at 133:39-50.

25(B)

The content provider or distributor/redistributor may specify data
structures for each meter and budget UDE. Although these data
structures vary depending upon ! the 1 amcular appl hcatlon some are
more common th than others The fol s

Hiﬁ"é byte,

ﬁﬁi;mm short,
long, or
unsigned
versions
of the
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same
widths

byte,
short,
long, or
unsigned
© versions
of the
same
widths
- 2,40r8
" byte
integer
split into
two
related
bytes or
words

Bitmap Array
bytes

Wide Array of
bitmap bytes

Last Use time_t

time_t

Expiration  time_t

Date
Last Audit time_t
Date
Next Audit time_t
Date
Auditor VDE ID

Bit indicator of use or
ownership.

Indicator of use or

ownership that may age

with time.

Date of last use. .

ok,

Expiration Date.
Date of last audit.

Date of next required
audit.

VDE ID of authorized
auditor.

The information in the table above is not complete or
comprehensive, but rather is intended to show some examples of
types of information that may be stored in meter and budget related
data structures. The actual structure of particular meters and
budgets is determined by one or more DTDs 1108 associated with
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the load modules 1100 that create and manipulate the data structure.
A list of data types permitted by the DTD interpreter 590 in VDE
100 is extensible by properly authorized parties.

193 patent at 143:38-144:31.

25(C)

Dunng the same Or different communications exchan the same or

F or example the end user's electronic appliance 600 may (e.g., in
response to a user input request to access a particular VDE object
300) send an administrative object to the clearinghouse requestin
bud ets d/or ther permissions allowing access (B lock 1164).

_ such a request, check the end user's credit, financial records,
“business agreements and/or audit histories to determine whether the
requested budgets and/or permissions should be given. The
clearinghouse may, based on this analysis, send one or more
responsive administrative objects which cause the end user's
electronic appliance 600 to update its secure database in response
(Block 1166, 1168). This updating might, for example, comprise
replacing an expired PERC 808 with a fresh one, modifying a PERC
to provide additional (or lesser) rights, etc. Steps 1164-1168 may be
repeated multiple times in the same or different communications
session to provide further updates to the end user's secure database
610.

193 patent at 162:39-65.

25(D)

at another node (102). ThlS quest ma be made in the context of a
secure VDE commumcatlon or it may be passed in an ou‘{f-
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may respond to the recelpt of the budget information by processmg
the commumcatlon “Sl,{}§ the reply process 1475B of the BUDGET

method 1510. [RCHCE] VT PEaCesSInp Ao mishts ol

- 551l 4 bidaet and PERC 808 within the dlstnbutor s
VDE 106 node to permit the distributor to access content or
processes for which access is control at least in part by the budget
and/or PERC. At some point, the distributor 106 may also desire to
use the content to which she has been granted rights to access.

After registering to use the content object, the user 112 would be
required to utilize an array of “use” processes 1476C to, for
example, open, read, write, and/or close the content object as part of
the use process. '

1 ,‘,Lz; : Request process 1480B xmght initiate a communication
(1482AB) with the content creator VDE node 102 requesting more
budget and perhaps providing details of the use activity to date (e.g.,
audit trails). The content creator 102 processes the 'get more budget'
request event 1482AB using the response process (1484A) within
the creator's BUDGET method 1510A. Response process 1484A
might, for example, make a determination if the use information
indicates proper use of the content, and/or if the distributor is credit
worthy for more budget. The BUDGET method response process
1484 A might also initiate a financial transaction to transfer funds
from the distributor to pay for said use, or use the distribute process
1472A to distribute budget to the distributor 106. A response to the
distributor 106 granting more budget (or denying more budget)
might be sent immediately as a response to the request
communication 1482AB, or it might be sent at a later time as part of
a separate communication. The response communication, upon
being received at the distributor's VDE node 106, might be
processed using the reply process 1475B within the distributor's
copy of the BUDGET method 1510B. The reply process 1475B
might then process the additional budget in the same manner as
described above.

The chain of handling and control may, in addition to posting
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budget information, also pass control information that governs the
manner in which said budget may be utilized. For example, the
control information specified in the above example may also contain
control information describing the process and limits that apply to
the distributor's redistribution of the right to use the creator's content
object. Thus, when the distributor responds to a budget request
from a user (a communication between a user at VDE node 112 to
the distributor at VDE node 106 similar in nature to the one
described above between VDE nodes 106 and 102) using the
distribute process 1472B within the distributor's copy of the
BUDGET method 1510B, a distribution and request/response/reply -
process similar to the one described above might be initiated.

‘193 patent at 172:61-174:29.

25(E)

Transportability of VDE Installations Between PPEs 650

redlstnbuted then electromcapphancé 600 normally must have a

“budget” and/or other p emuss1omng that allows it to redlstnbute the

o AnplancE 60D anthotize

A PPE 650 that receives one of the ad:mstratlve bects may have
the ability to use at least a portion of the budgets, or rights, to
related objects.

*193 patent at 220:20-40.
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25(F)

25(G)

mformatlon may employ, for control purposes, the same, or
differing, granularities of electronic information control increments.
This includes supporting variable control information for budgeting
and audltmg usage as appl1ed toa variety of p

P G

securlty budget lumt and secunty content metering increments,
and/or market surveying and customer profiling content metering
increments.

193 patent at 28:19-37.

25(H)

. support the flowing of content control information through
different “branches” of content control information handling so as to
accommodate, under the present invention’s preferred embodiment,
dlverse controlled dggl@%tmns of VDE controlledcontent This i

instance, a party who first placed control mformatlon on content can
make certain control assumptions and these assumptions would
evolve into more specific and/or extensive control assumptions.
These control assumptions can evolve during the branching
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sequence upon content model participants submitting control
information changes, for example, for use in “negotiating” with “in
place” content control information. This can result in new or
modified content control information and/or it might involve the
selection of certain one or more already “in-place” content usage
control methods over in-place alternative methods, as well as the
submission of relevt controlmformatlo parameter data. This

apphance results from VDE control mformatlon ﬂowmg “down”
through different branches in an overall pathway of handling and
control and being modified differently as it diverges down these
different pathway branches.

193 patent at 31:29-56.

25(T)

fecitd
concurrent busmess activities which are dependent on electronic
commercial product content distribution, such as acquiring detailed
market survey information and/or supporting advertising, both of
which can increase revenue and result in lwer content costs to users

rtmg, a ment, and/or’

r;:;'have the nght fo distribute a different array of properties than

another distributor (from a common content collection rov1ded for

t%)‘t Wéﬁ?ﬁj% Tand/ { a5
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25(J)

g e
ﬁgg. fromran SOTOUPIO; ggi g, For example content
control mformatlon for a glven plece of content may be stlpulated as
senior information and therefore not changeable, might be put in
place by a content creator and might stipulate that national
distributors of a given piece of their content may be permitted to
make 100,000 copies per calendar quarter, so long as such copies
are provided to bona fide end-users, but may pass only a single copy
of such content to a local retailers and the control information limits
such a retailer to making no more than 1,000 copies per month for
retail sales to end-users. In addition, for example, an end-user of
such content might be limited by the same content control
information to making three copies of such content, one for each of
three different computers he or she uses (one desktop computer at
work, one for a desktop computer at home, and one for a portable
computer).

193 patent at 48:15-35.

25(K)

In this examPle as
W"‘F&E R SRR
controlinformatio

be able to establulhéh thelr own conl mformanon on DA(CA)
vely (1 1f lwe sch

example user B may have received control information from
user/distributor B along a chain of handling including
user/distributor A that bases fees on the number of minutes that user
B makes use of creator A's content (and requiring user/distributor A
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to pay fees of $15 per month per user to distributor A regardless of
the amount of usage by user B in a calendar month). This may be
more favorable under some circumstances than the fees required by
a direct use of control information provided by distributor A, but
may also have the disadvantage of an exhausted chain of
redistribution and, for example, further usage information reporting
requirements included in UDB(UDA(DA(CA))). If the two sets of
control information DA(CA) and UDB(UDA(DA(CA))) permit (e.g.
do not require exclusivity enforced, for example, by using a
registration interval in an object registry used by a secure subsystem
of user B's VDE installation to prevent deregistration and
reregistration of different sets of control information related to a
certain container (or registration of plural copies of the same content
having different control information and/or being supplied by
different content providers) within a particular interval of time as an
aspect of an extended agreement for a chain of handling and control
reﬂected in DA(CA and/orUDB DA(DA(CA :

‘193 patent at 306:30-65.

25(L)

For example, user/distributor A may receive control information CB
that includes a requirement that user/distributor A pay creator B for
content decrypted by user/distributor A (and any participant
receiving distributed and/or redistributed control information from
user/distributor A) at the rate of $0.50 per kilobyte. As indicated .
above, user/distributor A also may receive control mformatlon
assoc1ated with creator B's VDE content conta.merﬁ'om

*193 patent at 308:29-42.

25(M)

As illustrated in Figure 81, in this example, HSeEBmayireceive
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oo d

DA(CB) from dlstnbutor A, DB(UDA(DA(CB))) and/or
UDB(UDA(CB)) from user/dlstnbutor B, DC(CB) from dlstnbutor
nﬁ; y_}r 03,

: sthiszex . Two of these
chams pass through user/dlstnbutor B. Based on a VDE negotiation
between user/distributor B and user B, an extended agreement may
be reached (if permitted by control information governing both
parties) that reflects the conditions under which user B may use one
or both sets of control information. In this example, two chains of

" handling and control may "converge" at user/distributor B, and then

pass to user B (and if control information permits, later diverge once
again based on distribution and/or redistribution by user B).

‘193 patent at 308:48-65.

25(N)

createdby creator “ creator C and creator D maddmon to one or
moreextracted/embedded ortlons o content created by creator E.

Wb e on
the character of such extracted/embedded portlons (e g multlmedla
presentations illustrating potential areas of interest in the remainder
of the content, commentary explaining and/or exposmng other
elements of content, related works, unproveda pl

pri Se(or othe 2
and other conmderatwns whlch dlstmgulsh the containers and/or
content control information received, in this example, from .

distributor B and distributor C.

‘193 patent at 312:11-31.
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25(0)

As with standard VDE objects 300, a user may be requiredto
contact a cleann house service to aculre a doet Jﬁc

*193 patent at 131:10-13.

25(P)

1mt1ate a process usmg the BUDGET method request process
(1480B). Request process 1480B might initiate a communication -
(1482AB) with the content creator VDE node 102 requesting more
budget and perhaps providing details of the use activity to date (e.g.,
audit trails). The content creator 102 processes the 'get more budget'
request event 1482AB using the response process (1484A) within
the creator's BUDGET method 1510A. Response process 1484A
might, for example, make a determination if the use information
indicates proper use of the content, and/or if the distributor is credit
worthy for more budget. The BUDGET method response process
1484A might also initiate a financial transaction to transfer funds
from the distributor to pay for said use, or use the distribute process
‘1472A dlst:nbute budget tothed1 tnbutor106 -

commumcatlon 1482AB or it might be sent at a later time as part of
a separate communication. The response communication, upon
being received at the distributor's VDE node 106, might be
processed using the reply process 1475B within the distributor's
copy of the BUDGET method 1510B. The reply process 1475B
might then process the additional budget in the same manner as
described above.

‘193 patent at 173:21-174:14.

25(Q)
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For example, the end user's electronic appliance 600 may (e.g., in
response to a user input request to access a particular VDE object
300) send an administrative object to the clearinghouse requesting
budgets and/or other permissions allowing access (Block 1164). As
mentioned above, such requests may be transmitted in the form of
one or more administrative objects, such as, for example, a single
administrative object having multiple “events” associated with
multiple requested budgets and/or other permissions for the same or.
different VDE objects 300. The clearinghouse may upon receipt of
such a request, check the end user's credit, financial records, -
business agreements and/or audit histories to determine whether the
reuested bud ets and/or permissions should be iven. [H

foDiovine ditional(or lesserimiehts ot Steps 1164-1168 may be
repeated multlple times in the same or different communications
session to provide further updates to the end user’s secure database
610.

193 patent at 162:39-65.
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26.

193.1:

“controlling the
copies made of
said digital file”

Patent Specifications

26(A)

2 2 n
mformatlon may employ, for control purposes, the same, or
differing, granularities of electronic information control increments.
This includes supporting variable control information for budgeting

and audltmg usage as apphed toa variety of

AT T

redefmed mcrements

secunty budget lumt d security content metering increments,
and/or market surveying and customer profiling content metering
increments.

‘193 patent at 28:19-37.

26(B)

.. . support the flowing of content control information through
different “branches” of content control information handling 50 as to

mstance, a party who ﬁrst placed control mformatlon on content can
make certain control assumptions and these assumptions would
evolve into more specific and/or extensive control assumptions.
These control assumptions can evolve during the branching
sequence upon content model participants submitting control
information changes, for example, for use in “negotiating” with “in
place” content control information. This can result in new or
modified content control information and/or it might involve the
selection of certain one or more already “in-place” content usage
control methods over in-place alternative methods, as well as the
submission of relevant control information arameterdata. ThlS

""%‘?“;‘.a_, S S RS A LAy
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126(C)

appliance results from VDE control information flowing “down”
through different branches in an overall pathway of handling and
control and being modified differently as it diverges down these
different pathway branches.

193 patent at 31:29-56.

concurrent busmess activities whlch are dependent on electronic
commercial product content distribution, such as acquiring detailed
market survey information and/or supporting advertising, both of
which can increase revenue and result i in lower content costs to users

frdmad -

may have the rxgh to distribute a different array of properties than

another distributor (from a ;oon content collection provided, for
Anindi PAnd/of 41 ]
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"“,A"JJ(L

1otheEparty;oneroupiof:parties. For example, content
control mfoxmatlon for a glven pxece of content may be stlpulated as
senior information and therefore not changeable, might be put in
place by a content creator and might stipulate that national
distributors of a given piece of their content may be permitted to
make 100,000 copies per calendar quarter, so long as such copies
are provided to bona fide end-users, but may pass only a single copy
of such content to a local retailers and the control information limits
such a retailer to making no more than 1,000 copies per month for
retail sales to end-users. In addition, for example, an end-user of
such content might be limited by the same content control
information to making three copies of such content, one for each of-
three different computers he or she uses (one desktop computer at
work, one for a desktop computer at home, and one for a portable
computer).

‘193 patent at 48:15-35.

26(E)

1 B! In either case, user B may
be able to estabhsh thelr own control information on DA(CA)
and/or UDB(UDA(DA(CA g)yres ect1ve1 / (if allowed b such
cggmg;ol information. {he resulting &jof

frttmmhas

example user B may have received control information from
user/distributor B along a chain of handling including
user/distributor A that bases fees on the number of minutes that user
B makes use of creator A's content (and requiring user/distributor A
to pay fees of $15 per month per user to distributor A regardless of
the amount of usage by user B in a calendar month). This may be
more favorable under some circumstances than the fees required by
a direct use of control information provided by distributor A, but
may also have the disadvantage of an exhausted chain of
redistribution and, for example, further usage information reporting
requirements included in UDB(UDA(DA(CAY))). If the two sets of
control information DA(CA) and UDB(UDA(DA(CA))) permit (e.g.
do not require exclusivity enforced, for example, by using a
registration interval in an object registry used by a secure subsystem
of user B's VDE installation to prevent deregistration and
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“193 patent at 140:15-46.
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reregistration of different sets of control information related to a
certain container (or registration of plural copies of the same content
having different control information and/or being supplied by
different content providers) within a particular interval of time as an
control

193 patent at 306:30-65.

26(F)

For example, user/distributor A may receive control information CB
that includes a requirement that user/distributor A pay creator B for
content decrypted by user/distributor A (and any participant
receiving distributed and/or redistributed control information from
user/distributor A) at the rate of $0.50 per kilobyte. As indicated
above, user/distributor A also may receive control information
assocmted with creator B §z VDE content contamer from dlstnbutor

193 patent at 308:29-42.

26(G)

As 111ustrated in F1gure81 in this ex

= :g'égu R 'h&{?‘ T

DA(CB) from distributor A, UDB(UDA(DA(CB))) and/or
UDB(UDA(CB)) from user/distributor B, DC(CB) from lstnbutor
C, and/or DB DC(CB ) fromdlstnbutorB S represe

chams pass through user/dlstrlbutor B Basedona VDE negotiation
between user/distributor B and user B, an extended agreement may
be reached (if permitted by control information governing both
parties) that reflects the conditions under which user B may use one
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or both sets of control information. In this example, two chains of
handling and control may "converge" at user/distributor B, and then
pass to user B (and if control information permits, later diverge once
again based on distribution and/or redistribution by user B).

193 patent at 308:48-65.

26(H)

created by creator B creator C, and creator D in addltln to one or
more extracted/embedded ortxons of cotent created by creator E.

the character of such extracted/embedded portlons (e g. mult1med1
presentations illustrating potential areas of interest in the remainder
of the content, commentary explaining and/or expositing other

elements of content, related works, unproved : -' cati n software

and other considerations whrch dlstmgursh the containers and/or
content control information received, in this example, from
distributor B and distributor C.

‘193 patent at 312:11-31.
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27. | 721.1: “digitally | Patent Specifications
signing a second
load module with | 27(A)
a second digital
signature In accordance with one aspect provided by the present invention,
different from the one or more trusted verifying authorities validate load modules or
first digital- other executablesby analyzing and/or or testing them. “’E“"f‘”
signature, the Aithont Vst See 1t
second digital other ; veriticd
signature signature and/or certificate based thereon, for example).
designating the ,
second load Protected execution spaces such as protected processing

module for use by
a second device
class having at
least one of
tamper resistance

and security level .

different from the
at least one of
tamper resistance
and security level
of the first device
class”

environments can be programmed or otherwise conditioned to
accept only those load modules or other executables bearing a
digital signature/certificate of an accredited (or particular) verifying
authority.

721 patent at 4:61-5:5.

27(B)

used to p0v1de a hxgh degree of s sec mpartmentahzatlon that
helps protect the remainder of the system should parts of the system
become compromised.

For example, protected processing environments or other secure
execution spaces that are more impervious to tampering (such as
those providing a higher degree of physical security) may use an
assurance level that isolates it from protected processing
environments or other secure execution spaces that are relatively
more susceptible to tampering (such as those constructed solely by
software executing on a general purpose digital computer in a non-
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secure location).

envuonment or other secure execundn space protects itself by
executing only those load modules or other executables that have
‘been digitally signed for its corresponding assurance level.

The present invention may use a verifying authority and the digital
signatures it provides to compartmentalize the different electronic
appliances depending on their level of security (e.g., work factor or
relative tamper resistance). In particular, a verifying authority and
the digital signatures it provides isolate appliances with significantly
different work factors — preventing the security of high work factor
appliances from collapsing into the security of low work factor
appliances due to free exchange of load modules or other
executables. :

“721 patent at 6:16-62.

27(C)

;721 patent at 7:66-8:6.
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27(D)

Assurance Levels

Assurance level I might be used for an electronic appliance(s) 61
whose protected processing environment 108 is based on software
techniques that may be somewhat resistant to tampering. An -
example of an assurance level I electronic appliance 61A might be a
general purpose personal computer that executes software to create
protected processing environment 108.

An assurance level II electronic appliance 61B may provide a
protected processing environment 108 based on a hybrid of software
security techniques and hardware-based security techniques. An
example of an assurance level II electronic appliance 61B might be
a general purpose personal computer equipped with a hardware
integrated circuit secure processing unit (“SPU”) that performs
some secure processing outside of the SPU (see Ginter et al. patent
disclosure Figure 10 and associated text). Such a hybrid
arrangement might be relatively more resistant to tampering than a
software-only implementation.

The assurance level III appliance 61C shown is a general purpose
personal computer equipped with a hardware-based secure
processing unit 132 providing and completely containing protected
processing environment 108 (see Ginter et al. Figures 6 and 9 for
example). A silicon-based special purpose integrated circuit
security chip is relatively more tamper-resistant than
implementations relying on software techniques for some or all of
their tamper-resistance.

In this example, verifying authority 100 digitally signs load modules
54 using different digital signature techniques (for example,
different “private” keys 122) based on assurance level. The digital
signatures 106 applied by verifying authority 100 thus securely
encode the same (or different) load module 54 for use by

appropriate corresponding assurance level electronic appliances 61.

Assurance level in this example may be assigned to a particular
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protected processing environment 108 at initialization (e.g., at the
factory in the case of hardware-based secure processing units).
Assigning assurance level at initialization time facilitates the use of
key management (e.g., secure key exchange protocols) to enforce
isolation based on assurance level. For example, since
establishment of assurance level is done at initialization time, rather
than in the field in this example;, the key exchange mechanism can
be used to provide new keys (assuming an assurance level has been -

* established correctly).

‘721 patent at 16:37-17:23.

27(E)

54 between dlfferent electromc appliances is regarded as an open
communications channel between the protected processing
environments 108 of the two appliances, it becomes apparent that
there is a high degree of risk in permitting such sharing to occur. In
particular, the extra security assurances and precautions of the more
trusted environment are collapsed into the those of the less trusted
environment because an attacker who compromises a load module
within a less trusted environment is then be able to launch the same
load module to attack the more trusted environment. Hence,
although compartmentalization based on encryption and key _
management can be used to restrict certain kinds of load modules 54
to execute only on certain types of electronic appliances 61, a
significant application in this context is to compartmentalize the
different types of electronic appliances and thereby allow an
electronic appliance to protect itself against load modules 54 of
different assurance levels. '

721 patent at 18:19-38.

27(F)

In accordance with this feature of the invention, verifying authority
100 supports all of these various categories of digital signatures, and
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To simplify key management and distribution, execution
environments having significantly similar work factors can be
classified in the same assurance level. Figure 13 shows one
example hierarchical assurance level arrangement. In this example,
less secure “software only” protected processing environment 108
devices are categorized as assurance level I, somewhat more secure
“software and hardware hybrid” protected processing environment
appliances are categorized as assurance level II, and more trusted
“hardware only” protected processing environment devices are
categorized as assurance level III.

¢721 patent at 19:11-32.

27(G)

A load module or other executable may be ceruﬁed for multiple

TSR SR

¢721 patent at 20:1-4.
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28. | 891.1: “securely | Patent Specifications
applying, at said
first appliance | 28(A)
through use of

said at least one
resource said first
entity’s control
and said second
entity’s control to
govern use of
said data item”

The embedding processes for all VDE embedded content containers
normally involves securely identifying the appropriate content
control information for the embedded content. For example, VDE
content control information for a VDE installation and/or a VDE
content container may securely, and transparently to an embedder
(user), apply the same content control information to edited (such as
modified or additional) container content as is applied to one or
more portions (including all, for examle of previously "in place
content of said container and/or SECUIEI ADIICONtOL INTOrmaton
generated through a VDE control 1nformat10n negotiation between
control sets, and/or it may apply control information previously -
applied to said content. Application of control information may
occur regardless of whether the edlte cntent is in a parent or
embedded coner his:S2 iDability.o Siving

tra.nsparently apphed) may also be employed with content that is
embedded into a VDE container through extracting and embedding
content, or through the moving, or copying and embedding, of VDE
container objects. Application of content control information
normally occurs securely within one or more VDE secure
sub-system PPEs 650. This process may employ a VDE template
that enables a user, through easy to use GUI user interface tools, to
specify VDE content control information for certain or all embedded
content, and which may include menu driven, user selectable and/or
definable options, such as picking amongst alternative control
methods (e.g. between different forms of metering) which may be
represented by different icons picturing (symbolizing) different
control functions and apply such functions to an increment of VDE
secured content, such as an embedded object listed on an object
directory display.

‘193 patent at 299:19-51.

28(B)

Embedded content (and/or content objects) may have been
contributed by different parties and may be integrated into a VDE
container through a VDE content and content control information
integration process securely managed through the use of one or
more secure VDE subsystems. This process may, for example,

" involve one or more of:
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SRS

fsaid submitter qpntent, wherein sa1d mstructlons were
securely put in place at least in part, by a content provider and/or
user of said VDE container. For example, said user and/or provider
may interact with one or more user interfaces offering a selection of -
content embedding and/or control options (e.g. in the form of a VDE
template). Such options may include which, and/or whether, one or
more controls should be applied to one or more portions of said
content and/or the entry of content control parameter data (such a
time period before which said content may not be used, cost of use
of content, and/or pricing discount control parameters such as
software program suite sale discounting). Once required and/or
optional content control information is established by a provider
and/or user, it may function as content control information which
may be, in part or in full, applied automatically to certain, or all,
content which is embedded in a VDE content container.

193 patent at 300:6-30.

28(C)

v § and/or appllances for users such as
end-user orgamzanons mdmduals, and content and/or appliance
distributors.

‘193 patent at 9:40-45.

28(D)

For example, in a VDE aware word processor application, a user
may be able to “pr t” a document into a VDE content contamer

(for example,. aconﬁdentlal memo template “for mternal orgamzatlon
purposes may restrict the ability to “keep,” that is to make an
electronic copy of the memo).

193 patent at 26:59-67.
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28(E)

usage model such that different parties (or classes of VDE users, for
example) are subject to differing control information managing their
use of electronic information content. For example, differing
control models based on the category of a user as a distributor of a
VDE controlled content object or an end-user of such content may
result in different budgets being applied.

193 patent at 30:55-65.

28(F)

Keys and tags may be Seolitely] generated within SPE
655) in the preferred embodiment.-

193 patent at 120:15-16.

28(G)

Frequently, for a VDE application for a given content model (such
as distribution of entertainment on CD-ROM, content delivery from
an Internet repository, or electronic catalog shopping and
advertising, or some combination of the above) participants would
be able to securel / select from amon§st available, alternative control
methods and appherela t

PBly Telated parameter.data; wherein such selection of
control method and/or subnussmn of data would constitute their
“contribution” of control information.

*193 patent at 18:60-19:1.

28(H)

ROS 602 assembles these elements together into an executable
component assembly 690 pnor to lqadmg and execug_ -

ggrngggnent assemble § in a Secure Operatingenvir

*193 patent at 83:44-48
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29.

900.155: “derives
information from
one or more
aspects of said
host processing
environment”

Patent Sp} ecifications

29(A)

Correspondence Between Installed Software and Appliance
"Signature". Another technique that may be used during the
installation routine 3470 is to customize the operational materials
3472 by embedding a "machine signature" into the operational
materials to establish a correspondence between the installed
software on a particular electronic appliance 600 (Figure 69C, block
3470(7)). This technique prevents a software-based PPE 650 from
being transferred from one electronic appliance 600 to another
(except through the use of the appropriate secure, verified backup
mechanism).

For electromc a hances 600 where 1t 1s fea51ble todoso the

m o e

'G ‘.-

electronic apphance "51gnature" SIG in the installed operational
materials 3472. Upon initialization, the operational materials 3472
validate the embedded signature value against the actual electronic
apphance 600 signature SIG, and may refuse to start if the
comparison fails.

129




\

Claim Term / InterTrust Evidence
Phrase
Figure 69G shows an example of some of these appliance-specific
signatures. :
‘900 patent at 239:4-42.
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30. |912.8: Patent Specifications
“identifying at 30(A)
least one aspect The following is an example of a possible field layout for load

of an execution
space required for
use and/or
execution of the
load module”

module public header 802:

Field Type

Description

IMID
Creator ID

Type ID

IMID

Version ID

Other Class ID
classification
information

Type ID

Description

Descriptive
Information

VDE ID of Load Module.

Site ID of creator of this load |
module.

Constant indicates load
module type.

Unique sequence number for
this load module, which
uniquely identifies the load
module in a sequence of load
modules created by an
authorized VDE participant.

Version number of this load
module.

ID to support different load
module classes.

ID to support method type
compatible searching.

Textual description of the load

193 patent at 140:15-46.
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